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Abstract—Textural features corresponding to human visual perception are very useful for optimum feature selection and texture analyzer design. We approximated in computational form six basic textural features, namely, coarseness, contrast, directionality, line-likeness, regularity, and roughness. In comparison with psychological measurements for human subjects, the computational measures gave good correspondences in rank correlation of 16 typical texture patterns. Similarity measurements using these features were attempted. The discrepancies between human vision and computerized techniques that we encountered in this study indicate fundamental problems in digital analysis of textures. Some of them could be overcome by analyzing their causes and using more sophisticated techniques.

I. INTRODUCTION

In the study of digital picture recognition, edge detection and region analysis have been considered as basic approaches to feature extraction and analysis of an image. Some success has been attained by appropriate combinations of local operators if the tone in a region is almost uniform. Currently, much work is directed towards the textured regions which have internal structure such as stripes or grids, i.e., regions which are too complicated to be processed by local operators alone.

Various kinds of textural features for image classification have been proposed [1]–[6]. It should be noted that all these texture measures are defined for a segmented region. In order to determine the boundaries of textured regions, in other words to find texture edges, further segmentation techniques are required. Unfortunately, since the current texture edge detectors [7]–[11] work successfully only between regions with different average gray-levels, it seems that these textural features are not directly usable for the region segmentation problem. However, indirectly, it is possible to use these measurements as the “gray-levels” in the segmentation process as done by Carlton and Mitchell [12]. Thus we believe it to be significant even to develop the segmentation of images and to refine measures which reflect specified textural properties as faithfully as possible.

In either classification or segmentation, it is important to select the set of properties to be used for identifying two or more textured regions. Textural properties are defined for a region or subimage, not for a point. Pairs of regions are often used in psychological experiments and in fundamental studies of computational measurements. In this situation, if two adjacent regions differ only in scale, contrast, orientation, or shape of repetitive elements, we may be able to perceive two different textures and detect the texture

dary between these two regions. However, in segmentation of a large image containing many textured regions, the same discriminating criterion is not necessarily used for each pair of individual regions. For example, let us consider two directional regions, one of which is a rotated version of the other and in which all other properties are the same. When this pair of regions is juxtaposed, a texture edge detector is required to segment them. On the other hand, if these are crop fields in a remotely sensed image, they should belong to the same category on the land-use map even if they are adjacent. Similar comments can be made for pairs of regions in which contrast is different, in which regularity of repetition varies, and so on.

It depends on a given situation and purpose whether we should treat such regions as the same category or not. In most problems of digital picture analysis, these conditions can be specified by a human being, i.e., an analyst for that problem. Thus it is preferable to decompose textural properties into parameters such as coarseness, contrast, directionality, etc. Especially in the man-aided approach, it is more convenient to have a set of features which are appropriate to human perception of visual textures.

From this point of view, the texture measures so far proposed are not suitable. Above all, Haralick gave an easily computable method [1] which was best evaluated in two comparative studies [13], [14]. However, all of his 14 features are not obvious visually. Sometimes even random selection of features may give satisfactory accuracy in a classification problem, especially if they are orthogonal by accidents. Here, it is important to analyze misassignments and to know the behavior of each feature. It may be applied to classifier or analyzer design oriented towards a problem.

Motivated by the above considerations, our challenge is to develop the textural features approximating visual perception. Bajcsy described some outdoor scenes as “bloblike,” “homogeneous,” or “directional” and tried to combine them with features in Fourier domain [4]. In her study, however, all descriptions were derived only from her subjective view and did not correspond to the Fourier features quantitatively. We proceed to generalize her descriptions by using more representative textural patterns which are perceptually evaluated by many human subjects.

With respect to perception of textures, considerable work has been performed in the psychological fields. Above all, Julesz verified that the discrimination of textures depends mostly on the difference in second-order statistics [15]-[18]. However, as he mentioned himself [16], the work is directed towards the extreme behavior of the perceptual mechanism for studying the extent to which one can just perceive differences in artificially produced patterns when all familiar cues are removed. This standpoint is quite far from ours. For our purpose, we consider more general and familiar features of naturally occurring textures in which no illusion can influence the human subjects.

In this paper, we describe the psychological experiments on basic textural properties as mentioned above and discuss the results to assess the corresponding computational measures derived from the psychological specifications.

II. BASIC TEXTURAL PROPERTIES

A. Structure of Texture Patterns

A strict definition for visual texture is difficult. However, from an analytical point of view, we may regard texture as what constitutes a macroscopic region. Its structure is simply attributed to the repetitive patterns in which elements or primitives are arranged according to a “placement rule” [19]. Hence it can be written as

\[ f = R(e) \]

where \( R \) is denoting a placement rule (or relation) and \( e \) is denoting an element. We can get texture \( f \) if \( R \) is a function which satisfies notions mentioned above, and we can express “microtexture” if \( e \) is recursively replaced by \( f \). On the more sophisticated model, see Zucker [20].

Texture is often considered on two levels, statistical and structural. On the statistical level, texture is observed from macroscopic view as a functional combination of \( R \) and \( e \). Thus the difference between textured regions is measured by using the statistics of local properties. On the other hand, the structural level requires more information about each of \( R \) and \( e \). Texture synthesis [21] at the structural level can be performed to produce various kinds of different patterns by varying relatively simple versions of \( R \) and/or \( e \). Other types of textures, which are generated on a random field such as time-series model [22], [23] rather than by simple repetition, can be considered to be on the statistical level.

Considering a computational analysis of a given texture pattern, it is fairly difficult to parse its structure generally because both factors \( R \) and \( e \) influence the texture pattern. It is relatively easy to describe the structure of a region when \( R \) and \( e \) are well defined or when either \( R \) or \( e \) is known. This case is called the structural analysis [24], [25]. For the naturally occurring textures, since \( R \) and \( e \) generally have a considerable variation, it seems impossible to approximate them separately. In this case, we are obliged to take a statistical approach where a set of statistics is extracted from local measurements.

It may be true that second-order statistics produce the difference between textures, but we do not have a universal method of determining which of \( R \) and \( e \) cause the total difference and what kinds of statistics absorb the variation of each. In effect, an infinite set of texture patterns can be easily generated in addition to natural textures, but the methods that have been developed can discriminate only a part of them. For textures which do not differ so much in their elements, the method may work successfully by using the statistical difference of local properties. However, it is easy to give examples which the method cannot overcome, where the behavior of \( R \) and \( e \) collectively cancel the difference in their statistics. This is the difficulty in texture analysis.

In practical applications, statistics with limited potential may be powerful enough for a specified problem. This is in fact shown in the two comparative studies mentioned previously. The study by Conners and Harlow [14] theoretically concluded that Haralick’s “gray-level co-occurrence matrices” [1] had the best “innate discriminative ability.”
Nevertheless, it is experimentally shown in the study by Weszka et al. [13] that their “gray-level difference statistics,” which can be derived from Haralick’s matrices, are computationally easier and perform as well as the more complicated “co-occurrence statistics” for their problem of terrain classification. This means that some practical problems can be solved sufficiently by using simpler statistics.

It is significant to investigate the useful methods in a practical situation including limited texture patterns. However, in order to carry the texture analysis techniques to the more generalized stage, we should develop textural features that can be effective on as many typical texture patterns as possible. Here we should remember that all the features are not at the same level. Some of them may be used after others in multistage or hierarchical decision process. Human texture-discrimination seems to employ only simple feature extractors whose outputs are combined in pairs [17]. Hence our initial efforts should be directed towards finding features, each of which reflects one of the simple textural properties.

B. Specifications of Basic Textural Features

Before determining what should be selected as basic parameters for textural properties and how they should be specified, we looked for the descriptions for textural properties in the literature. Then we tried to find general descriptions common over all texture patterns in Brodatz’s photographic album [26], which had been extensively used in several fundamental studies. The pictures in Fig. 1 are a part of [26].

Also, these descriptions were given to other investigators working in the pattern recognition field. Some of the given descriptions were peculiar to the objects, e.g., “net-like” for D3 and D34, “ripple-like” for D38, etc., (original descriptions in Japanese). It may not be impossible to translate each description into computational form, and we cannot predict how such a feature will behave for other patterns than the one from which it was derived. In the extreme case, we may need a specific description for each type of texture. However, these sets of features would be impotent to a newly occurring pattern.

Here we want to have a set of features by which all input patterns are measured and which give well-distributed results. For this purpose, it is required to have both extremes in the concept of each feature, e.g., coarse versus fine for coarseness. We selected the following six specifications which seemed to be common to all visual textures.

1) Coarseness—Coarse versus Fine: The coarseness is the most fundamental textural feature and has been much investigated since early studies [27], [28]. Sometimes in the narrow sense, the texture means the coarseness. When two patterns differ only in scale, the magnified one is coarser. For patterns with different structures, the bigger its element size and/or the less its elements are repeated, the coarser it is felt to be. Instead of fine, in some cases, busy or close is used.

2) Contrast—High Contrast versus Low Contrast: The simplest method of varying picture contrast is stretching or shrinking of its gray scale; i.e., given a picture \( f(x, y) \), we can vary its contrast by multiplying it by a positive constant, obtaining \( c f(x, y) \) [29]. This model is designed for changing a picture quality, not picture structure. The contrast knob on a television set is a practical realization of the above model. Thus, based on this idea, when two patterns differ only in gray-level distribution, the difference between their contrast can be measured. However, more factors are supposed to influence the contrast difference between two texture patterns with different structures. We assume the following four factors for contrast:

   i) dynamic range of gray-levels,
   ii) polarization of the distribution of black and white on the gray-level histogram or ratio of black and white areas,
   iii) sharpness of edges,
   iv) period of repeating patterns.

In the narrow sense, contrast stands for picture quality. Factors i) and ii) are used for television images and photo printing. Factor iii) can be seen by comparing two images with the same gray-level distribution. The image with sharp edges has higher contrast. When we see two checkerboard patterns which differ only in scale, we can perceive the difference of contrast caused by Factor iv).

3) Directionality—Directional versus Nondirectional: This is a global property over the given region. Directionality involves both element shape and placement rule. Bajcsy [3], [4] divided directionality into two groups, monodirectional and bidirectional, but we measure simply the total degree of directionality. Here the orientation of the texture pattern does not matter; i.e., two patterns which differ only in orientation should have the same degree of directionality.

4) Line-Likeness—Line-Like versus Blob-Like: This concept is concerned only with the shape of a texture element. 

![Fig. 1. Natural texture patterns [26].](image-url)
Other descriptions of the element may be possible in a limited situation, but we did not find any other common descriptions. We expect that this feature supplements the three major ones just mentioned, especially when patterns cannot be discriminated by directionality. For example, we assume that all of the D28, D67, D109, and D111 are non-directional and that D109 and D111 are considerably more line-like than D28 and D67.

5) Regularity—Regular versus Irregular: This is a property for variations of a placement rule. However, it can be supposed that variation of elements, especially in case of natural textures, reduces the regularity on the whole. Additionally, a fine texture tends to be perceived as regular.

6) Roughness—Rough versus Smooth: This description was originally meant for tactile textures, not for visual textures. However, when we observe natural textures such as in Fig. 1, we will be able to compare them in terms of rough or smooth. Is this subjective judgement due to the total energy of changes in gray-levels or due to our imaginary tactile sense when we touch it physically?

We are interested in what other features are correlated with roughness as judged by human subjects and the extent to which these features can be approximated mathematically. That is the reason why we add this feature to the following experiments.

III. PSYCHOLOGICAL EXPERIMENTS

A. Experimental Conditions

The purpose of our experiments was to construct psychometric prototypes with which the computational measures could be compared. Thus in the psychological experiments, we did not use the real pictures from Brodatz’s album but rather the digital versions.

This data set of visual textures consists of 16 representative patterns shown in Fig. 1. (We believe that this selection has sufficient universality.) A part of each of the original picture was photographed on a 35 mm negative film and scanned by a drum scanner. The data were digitized into 256 x 256 pixels and quantized into 64 gray-levels, but the quantization was adjusted so that the resultant gray-levels for all pictures cover as wide a range as possible in the 64 levels. We did not perform any other operation on the gray-scale (e.g., histogram flattening or range-width regulation). The digital pictures were displayed on a CRT monitor and photographed, and the slides were shown to the human subjects.

The human subjects consisted of 28 men and 20 women. Although a few people out of them were working in the picture processing field, nobody was concerned with this study. In advance of the experiments, a brief explanation of the basic concept of texture and the six specifications mentioned above was given to them (in Japanese, except for the names of features such as “coarseness-coarse versus fine” which were in English).

The method of judgement adopted in our experiments was the pair comparison, well known in the psychometrics field [30]. All possible pairs of slides from 16 patterns were shown to the human subjects. They were obliged to make decisions according to the six specifications, i.e., to choose the coarser, the higher in contrast, the more directional, the more line-like, the more regular, and the rougher pattern of each pair.

We processed these results by applying the “law of comparative judgement” for constructing the psychometrics. This law, developed by Thurstone [31], is used to produce a one-dimensional scale for each stimulus (or feature) from the “total matrix of superiorities” collected through pair comparisons.

B. Considerations of the Results

The experimental results are shown in Fig. 2 as scales on one-dimensional distributions. In the following text and tables, we denote the results of these psychological experiments by \( f \) with subscripts abbreviating the feature name, i.e., \( f_{\text{crs}}, f_{\text{om}}, f_{\text{dir}}, f_{\text{line}}, f_{\text{reg}}, \) and \( f_{\text{rgm}} \), and we let \( \{ f \} \) be the set of them. For comparative purposes, we show in Table I the orderings by the authors for the same 16 objective patterns where the symbol \( f' \) is used instead of \( f \). The authors were afraid that they were prone to make biased orderings due to their a priori ideas on computational definitions. Consequently, we used many human subjects.

We compare these measurements with the authors’ ordering \( \{ f' \} \) to estimate the dispersion of individual subject’s measurements. In order to examine the independence of each feature, we used rank correlation, since all measurements were based on comparative judgement. The well-known Spearman’s coefficient of rank correlation is given as

\[
r_s = 1 - \frac{6}{n^2 - n} \sum_{i=1}^{n} d_i^2
\]

where \( d_i \) is the difference between the ranks assigned to the \( i \)th object in two measurements. This coefficient gives a value between \(+1\) and \(-1\) as does the popular correlation coefficient. In Table II we show the resultant rank correlations between all two measurements out of either \( \{ f \} \) or \( \{ f' \} \).

1 Strictly speaking, it should be noticed that the formula above becomes more complicated if more than one measurement has the same rank. In our preliminary report of this study [32], we used Kendall’s coefficient \( r_k \) as well as \( r_s \). It can be shown that the expected value of \( r_s \) is smaller than that of \( r_k \). The fact \( r_k \) provided the uniformly smaller values than \( r_s \) in all our measurements. Thus in this paper, we use only \( r_s \) to discuss the degree of correspondences between two measurements.
and between \( \{ f \} \) and \( \{ f' \} \) for each feature. In the following, we denote these correlations as \( f_{\text{con}}: f'_{\text{con}} = 0.824 \).

Judging from these results, our observations for the psychological experiments are the following.

a) There exists considerable correlation between \( f_{\text{con}}: f_{\text{con}} \) and \( f_{\text{con}}: f_{\text{con}} \). The high score in \( f_{\text{con}}: f_{\text{con}} \) can be understood to be caused by contrast factor iv).

b) Judging from the correlation coefficients, we seem to visually perceive high roughness in a texture when it is coarse, high in contrast, nondirectional, blob-like, and/or irregular. Above all coarseness and contrast greatly influence roughness, which can be realized intuitively. However, it should be noted that there exists the possibly intrinsic ambiguity between rough and coarse for the untrained subjects. In fact, \( f_{\text{con}}: f_{\text{con}} \) is not so high as \( f_{\text{con}}: f_{\text{con}} \). If we had used smoothness for the feature name instead of roughness, such an ambiguity might have been avoided.

c) The correlation between \( f_{\text{con}} \) and \( f_{\text{con}} \) is extremely high. Most of the directional textures consist of line-like elements and considerable correlation could be expected. However, as mentioned in Section II-B, we specified line-likeness as a property of a texture element such that D34, D109, and D111 could have high values compared to D38 or D84. In \( f_{\text{con}} \), this was not to be attained, probably because line-likeness was interpreted to be a global property by our human subjects.

d) In the bottom of Table II, we find a remarkable discrepancy between \( f_{\text{reg}} \) and \( f'_{\text{reg}} \). The biggest difference is caused by D69. Although we specified regularity as a property of a placement rule, the experimental results gave relatively high positions to D67 and D69, for which we can describe the texture element easily, whereas the so-called scramble textures such as D9, D28, and D33, for which it is hard to determine the element, were located in the bottom of \( f_{\text{reg}} \). It can be supposed that our human subject interpreted regularity as variance of texture elements.

From the observations above, we realized the difficulties in describing and explaining the visual specifications. Unfortunately, it is nearly impossible to repeat psychological experiments under the same condition when changing only a part of the experiment. There existed in our prototypes \( \{ f \} \) several deficiencies caused by imperfect understanding of the definitions. However, judging from the bottom of Table II, the correspondences between \( \{ f \} \) and \( \{ f' \} \) except for...
regularity are satisfactory. We cannot expect quite the same measurement for all human beings in visual examination. Individual differences must be expected. In this sense \( \{f\} \): \( \{f\}' \) could give some criterion of evaluating the differences. It seems too much to expect for the computational techniques to give better correspondence than those which exist between individuals. Hence we attempt(164,140),(566,844)

IV. COMPUTATIONAL DEFINITIONS OF BASIC TEXTURAL FEATURES

This section describes a set of computational measures corresponding to the specifications given in Section II. In the preliminary report [32], we presented the first versions of four texture measures. Since then we have tried to improve them and develop measures for regularity and roughness which were not contained in [32].

The set of measures given in this paper is the best set that we have obtained so far by the criterion of getting the highest \( r \) between the computational and psychological measurements \( \{f\} \). We have always been willing to examine all techniques proposed so far, and to modify them if necessary.

In the following, we describe our present definitions of each feature and also consider some improvements. As in \( f \) and \( f' \), we denote each definition or computational result by \( F \) with subscripts.

A. Coarseness

Rosenfeld and his colleagues have proposed and examined a variety of coarseness measures since the early days [27]. Considering several problems in coarseness such as the undesirable dependence on contrast (in the narrow sense) or the presence of microtexture, they developed a new method by using various sized operators [28]. The essence of this method is to pick a large size as best when coarse texture is present even though microtexture is also present but to pick a small size when only fine texture is present. This procedure can be summarized in the following steps.

Step 1: Take averages at every point over neighborhoods whose sizes are powers of two, e.g., \( 1 \times 1, 2 \times 2, \ldots, 32 \times 32 \). The average over the neighborhood of size \( 2^k \times 2^k \) at the point \((x, y)\) is

\[
A_k(x, y) = \sum_{i=x-2^{k-1}}^{x+2^{k-1}-1} \sum_{j=y-2^{k-1}}^{y+2^{k-1}-1} f(i, j)/2^{2k}
\]

where \( f(i, j) \) is the gray-level at \((x, y)\).

Step 2: For each point, at each point, take differences between pairs of averages corresponding to pairs of nonoverlapping neighborhoods just on opposite sides of the point in both horizontal and vertical orientations. For examples, the difference in the horizontal case is

\[
E_{k,h}(x, y) = |A_k(x + 2^{k-1}, y) - A_k(x - 2^{k-1}, y)|.
\]

Step 3: At each point, pick the best size which gives the highest output value:

\[
S_{\text{best}}(x, y) = 2^k
\]

where \( k \) maximizes \( E \) in either direction, i.e.,

\[
E_k = E_{\text{max}} = \max \{E_1, E_2, \ldots, E_L\}.
\]

Step 4: Finally, take the average of \( S_{\text{best}} \) over the picture to be a coarseness measure \( F_{\text{crs}} \):

\[
F_{\text{crs}} = \frac{1}{m \times n} \sum_{i} \sum_{j} S_{\text{best}}(i, j)
\]

where \( m \) and \( n \) are the effective width and height of the picture, respectively. In effect, it should be noticed that boundary strips of a picture within the width of the largest operator size \( 2^L \) cannot be processed properly.

Now we illustrate the behavior of this method. For simplicity, let us consider one-dimensional repetitive spikes.

Fig. 3 shows the output or the best size at each point. If we denote the width of a spike and its period by \( d \) and \( p \), respectively, then the expected value for the best size is \( (2d + p)/4 \). It can be extended to the two-dimensional case. Thus it should be realized that this method is not a size detector of texture elements, but that the final output \( F_{\text{crs}} \) is influenced by both \( d \) and \( p \). The element size \( d \) can be obtained only for a checkerboard pattern. This effect is not contrary to our specification of coarseness, and we adopted the Rosenfeld method almost as it was given.

In the stage of determining the best size, if the maximum of \( E \)'s appears in more than two operator sizes, the largest size should be taken. This can be readily understood by considering the two-valued checkerboard. At a point on an edge of a square, the value of \( E \) stays constant as the averaging size grows (\( E \) is the gray-level difference of alternate squares). Just after the averaging size exceeds the size of a square element \( d \), there occurs a fall off in the output of \( E \). Consequently, the best size is determined to be \( d \). This is shown in Fig. 4(a). For natural textures as shown in Fig. 1, there are considerable variations in gray-levels, element size, and placement rule. In such a situation, differences between adjacent large neighborhoods tend to be canceled to some extent by averaging in each, even though macrotexture still produces clear differences in a small-size operator. As shown in Fig. 4(b), there exists a case where the maximum decision may produce a drastic change in the best size even though the difference between the maximum and the second maximum values of \( E_k \) is extremely small. We should pay attention to this effect. In texture edge detection [8], it is not too serious which size is taken to be the best size, since the final output at each point is the value of \( E_{\text{max}} \) not the size \( k \).

Due to the considerations above, we modified the procedure of determining the best size as follows. At each point, if there exist some \( k \) such that \( k > k_{\text{max}} \) which gives \( E_{\text{max}} \) and \( E_k \geq tE_{\text{max}} \), we take the largest \( k \) for \( S_{\text{best}} \), where \( t \) is a certain constant less than 1; otherwise we retain the original
procedure. Each value of $F_{crs}$ may be sensitive to the variation of $t$ to some extent, but in practice, total correspondence between $f_{crs}$: $F_{crs}$ was very stable around $t = 0.9$, as given later.

B. Contrast

The following proposed by Haralick et al. [1] was called contrast:

$$f_2 = \sum_n p(i,j) \left( \sum_{i,j} p(i,j) \right)$$

where $p(i,j)$ is the $(i,j)$th entry of the $n \times n$ gray-level spatial dependence matrix. This is the moment of inertia about the main diagonal of the matrix. Thus it can also be obtained from the histogram of the frequencies of gray-level differences as noticed by Weszka et al. [13]. What should be noted here is that such a matrix or histogram is derived from the picture on which a gray-scale “histogram flattening” transformation was performed. This transformation is said to be used for the purpose of removing the effects of unequal overall brightness and contrast in the original images [1], [13]. If $f_2$ is calculated after such a transformation, why should it be called contrast? There is evidently a confusion in terms that seems to be very crucial to our problem as seen in the psychological experiments.

In the sense specified in Section II-B, the contrast that is removed by the histogram flattening is given by Factors i) and ii), i.e., the narrow sense of contrast. On the other hand, the inertia moment of gray-level difference $f_2$ can reflect Factor iii). Originally, it was defined to be a measure of the amount of local variation present in an image [1]. However, it should be noted that the measure $f_2$ is a function not only of edge magnitude but also of the number of edges. The more edges an image has, the larger is the value of $f_2$, which is contrary to Factor iv). In fact, this feature of $f_2$ has been used as a measure of the fineness [27]. In this sense, $f_2$ is not appropriate to the concept of contrast that we aim at. As a matter of fact, it is shown later that $f_2$ does not correlate with the human measurement $F_{con}$.

With respect to contrast, we attempted to approximate the four factors step by step. The simplest expression for Factor i) is the range of gray-levels. Next, it can be easily seen that the variance $\sigma^2$ or standard deviation $\sigma$ about the mean of the gray-levels probability distribution is more preferable as contrast. As is well known, $\sigma$ or $\sigma^2$ can measure the dispersion in the distribution. In this sense, it reflects Factor ii) to some extent. However, the resultant value is undesirable for a distribution in which a single peak is highly biased to black or white as shown in Fig. 5(a).

For Factor ii), we want a measure of polarization. The kurtosis $\alpha_4$ is well known for this purpose and can be defined as

$$\alpha_4 = \frac{\mu_4}{\sigma^4}$$

where $\mu_4$ is the fourth moment about the mean and $\sigma^2$ is the variance. This measure is normalized with respect to the range so that it can have the minimum value of one in case of twin peaks. This is just Factor ii) and is not influenced by Factor i).

Consequently, we combine $\sigma$ and $\alpha_4$ for the second-step measure of contrast as follows:

$$F_{con} = \sigma / (\alpha_4)^n$$

where $n$ is a positive number. In our experiments, we varied $n$ from 8, 4, 2, 1, 1/2, 1/4, to 1/8. Experimentally, $n = 1/4$ yielded the best $r_s$ between $f_{con}$ and $F_{con}$. This improvement could reduce the values of $F_{con}$ for distributions with biased peaks while almost preserving those for polarized distributions as shown in Fig. 5(b).

Up to this stage, we approximated only Factors i) and ii); i.e., we described the contrast in the narrow sense based on the Gray-level distribution. The next step is to incorporate Factors iii) and iv); i.e., contribution to contrast caused by pictorial structure. Fortunately or unfortunately, our improved measure defined above provided quite successful results for 16 texture patterns in Fig. 1. Although it is not perfect, the improvement of a measure by analyzing its principal deficiencies in the previous stages is not appro-
appropriate. Hence we leave approximations of Factors iii) and iv) to further studies.

C. Directionality

It is well known that the directionality in an original picture can be preserved in its Fourier power spectrum. We readily find the directionality in the histogram of the Fourier power along lines through the origin, as shown by Bajcsy [3]. However, other textural features in the Fourier domain have not been thoroughly investigated. Currently, it is said that the Fourier features do not behave as well as features in spatial domain, since an aperture effect may degrade the Fourier features [13], [14]. Suppression of aperture effects has been attempted [33], but this method loses the directionality in an original picture. Consequently, it seems uneconomical to compute the time-consuming Fourier transform only for directionality. Therefore, it is desirable to use a faster procedure in spatial domain.

Instead of an histogram of Fourier power, we use an histogram of local edge probabilities against their direction angle. It was shown that this histogram represents sufficiently global features of the input picture such as long lines and simple curves [34]. This method utilizes the fact that gradient is a vector, so it has both magnitude and direction. In the discrete case, the magnitude $|\Delta G|$ and the local edge direction $\theta$ are approximated as follows:

$$|\Delta G| = (|\Delta_H| + |\Delta_V|)/2$$
$$\theta = \tan^{-1} (\Delta_V/\Delta_H) + \pi/2$$

where $\Delta_H$ and $\Delta_V$ are the horizontal and vertical differences measured by following $3 \times 3$ operators, respectively,

\[-1 0 1 \quad 1 1 1 \]
\[-1 0 1 \quad 0 0 0 \]
\[-1 0 1 \quad -1 -1 -1 \]

The resultant $\theta$ is a real number ($0 \leq \theta < \pi$) measured counterclockwise so that the horizontal direction is zero.

The desired histogram $H_D$ can be obtained by quantizing $\theta$ and counting the points with the magnitude $|\Delta G|$ over the threshold $t$; i.e.,

$$H_D(k) = N_\theta(k) \sum_{i=0}^{n-1} N_\theta(i), \quad k = 0, 1, \cdots, n - 1$$

where $N_\theta(k)$ is the number of points at which $(2k - 1)\pi/2n \leq \theta < (2k + 1)/2n$ and $|\Delta G| \geq t$. Thresholding $|\Delta G|$ by $t$ is aimed at preventing counting of unreliable directions which cannot be regarded as edge points. In our experiments, we used $n = 16$ and $t = 12$. The shape of each histogram $H_D$ was not sensitive to the value of $t$.

Some examples of $H_D$ are shown in Fig. 6. Fig. 6(a) tells that D15 is highly directional and slightly inclined to the left; its peak point is located at angle $\pi/16$. On the other hand, from Fig. 6(b), we can see that D84 has a relatively weak directionality, because its peak is not so sharp. The histogram of D9 shown in Fig. 6(c) is nearly flat; consequently, D9 has no directionality. It can be said that almost everybody accepts these descriptions concerning D15, D84, and D9. Thus, $H_D$ can reflect the directionality very faithfully.

A way of measuring the directionality quantitatively from $H_D$ is to compute the sharpness of the peaks. The approach which we adopted is to sum the second moments around each peak from valley to valley, if multiple peaks are determined to exist. This measure can be defined as follows:

$$F_{\text{air}} = 1 - r \cdot n_p \sum_{p} \sum_{\phi \in w_p} (\phi - \phi_p)^2 \cdot H_D(\phi)$$

where

$n_p$ number of peaks,
$\phi_p$ $p$th peak position of $H_D$,
$w_p$ range of $p$th peak between valleys,
r normalizing factor related to quantizing levels of \( \phi \), and \( \phi \) quantized direction code (cyclically in modulo 180°).

In our experiments we did not consider more than two peaks; i.e., we determined whether or not \( n_p \) is two. The procedure is as follows:

\[
  n_p = \begin{cases} 
    2, & \text{if } H_\phi(\phi_1)/H_\phi(\phi_2) < 0.5, \\
    \phi_1 < \phi_2, & \text{otherwise.} 
  \end{cases}
\]

where \( \phi_1 \) and \( \phi_2 \) are the positions of valleys from the first peak \( \phi_1 \) to the second peak \( \phi_2 \), and vice versa, respectively (see Fig. 7).

This procedure was designed specifically so that only D20 might be judged to be bidirectional and that \( n_p = 1 \) might be given to nondirectional patterns such as D9. For general use, the procedure should be much more sophisticated.

**D. Line-likeness**

It seems necessary to give a more detailed description of line-likeness. We mean by the word line-likeness an element of texture that is composed of lines. For this purpose, when the direction and the neighboring (edge's) direction for a given edge are nearly equal, we regard such a group of edge points as a line.

To be more specific, we construct a direction co-occurrence matrix whose element \( P_{\phi\phi}(i,j) \) is defined as the relative frequency with which two neighboring cells separated by a distance \( d \) along the edge direction occur on the image, one with the direction code \( i \) and the other with the direction code \( j \). This is illustrated in Fig. 8. From this co-occurrence matrix, one can expect that several important textural features are derivable for measuring properties about element shape. As in \( H_\phi \), it is preferable to ignore directions of trivial edges by using threshold \( t \).

As a measure of line-likeness, we defined the following measure so that co-occurrences in the same direction are weighted by +1 and those in the perpendicular direction by -1:

\[
  F_{\text{lin}} = \sum_{i} \sum_{j} P_{\phi\phi}(i,j) \cos \left( \frac{(i-j)2\pi}{n} \right) \left( \sum_{i} \sum_{j} P_{\phi\phi}(i,j) \right)
\]

where \( P_{\phi\phi} \) is the \( n \times n \) local direction co-occurrence matrix of points at distance.

For calculation of \( H_\phi \) and \( P_{\phi\phi} \), we utilized common intermediate steps such as differentiating and thresholding. The direction function \( d_q \) (see [35]) was set to four for all pictures in our experiments.

**E. Regularity**

It may seem easy to describe the regularity of repetitive patterns in mathematical form. In fact, we can easily synthesize a pattern from a mathematical expression. However, it is not trivial to analyze the regularity of naturally occurring textures. For highly regular patterns some techniques may indicate that they are regular. However, for natural textures which are difficult to describe mathematically, it is fairly difficult to measure a degree of irregularity without any information such as element size or shape.

Here we assume that if any feature of a texture varies over the whole image the image is irregular. Hence we take partitioned subimages and consider the variation of each feature in each subimage. We have defined four independent features up to here. We take the sum of the variation for each of these four features as a measure of regularity; i.e.,

\[
  F_{\text{reg}} = 1 - r(\sigma_{\text{crs}} + \sigma_{\text{con}} + \sigma_{\text{dir}} + \sigma_{\text{lin}})
\]

where \( r \) is a normalizing factor and each \( \sigma_{\text{xxx}} \) means the standard deviation of \( F_{\text{xxx}} \).

**F. Roughness**

We do not have any good ideas for describing the tactile sense of roughness. According to the results of our psychological experiments on vision, we emphasize the effects of coarseness and contrast, and approximate a measure of roughness by using these computational measures; i.e.,

\[
  F_{\text{abh}} = F_{\text{crs}} + F_{\text{con}}.
\]

Our intention lies in examining to what an extent such a simple approximation corresponds to human visual perception.

**V. Comparison Between Psychological and Computational Measurements**

The above mentioned features \( \{ F \} \) were computed for the 16 texture patterns in Fig. 1 which were also used for the psychological experiments. The results are shown in Fig. 9.
For comparison, the scales are adjusted to the psychological scales \( \{ f \} \) in Fig. 2.

The computational measurements were all performed on subimages with 128 \( \times \) 128 pixels. The values of \( F_{\text{con}} \), \( F_{\text{dir}} \), and \( F_{\text{lin}} \) are the average of measurements over these four nonoverlapped regions in the original picture with 256 \( \times \) 256 pixels. With respect to \( F_{\text{crs}} \), \( S_{\text{best}} \) in the intermediate step can be computed effectively only for the inner 64 \( \times \) 64 in a 128 \( \times \) 128 subimage in case of using the largest 32 \( \times \) 32 operator. In this situation, five more subimages can be taken in addition to the above four regions so that all inner effective areas cannot overlap each other. Thus the value of \( F_{\text{crs}} \) is the average of these total nine samples. \( F_{\text{reg}} \) is computed from standard deviations of above four features over four or nine samples. Finally, \( F_{\text{reg}} \), is from the averaged values of \( F_{\text{crs}} \) and \( F_{\text{con}} \).

The rank correlations were calculated among \( \{ F \} \) and between \( \{ f \} \) and \( \{ F \} \). These are listed in Tables III and IV. Considering these results, we analyze the causes of discrepancies in each feature.

A. Coarseness

The rank correlations with \( f_{\text{crs}} \) by varying the threshold \( t \) are listed in Table V. We can see a very stable behavior around \( t = 0.9 \). The results for \( t = 0.86 \) are shown in Fig. 9. The correspondence \( f_{\text{crs}}: F_{\text{crs}} = 0.831 \) is satisfactory. We can make the following observations.

a) The main discrepancies between \( f_{\text{crs}} \) and \( F_{\text{crs}} \) occur for D3, D20, D34, and D111. These patterns can be interpreted to consist of basic elements which are placed very close to each other and surrounded by lines. It seems that our human subjects perceived them in this manner. On the other hand, the computer must regard the lines in these net-like pictures as the texture elements according to our definition of \( F_{\text{crs}} \). If
$p > 2d$, the gap between the repetitive elements $(p - d)$ is larger than the element size $d$. However, if $p < 2d$, the gap width is regarded as the element. If $p$ is close to $2d$, no problem is encountered. However, if $d$ is much smaller than $p$, as in D3, the expected value $(2d + p)/4$ is close to $p/2$, whereas the width between the lines $(p - d)$, which the human being seems to measure, becomes close to $p$. Furthermore, human beings can detect pentagons or hexagons from D111, which the computer cannot do. All these effects depend on the human ability of perceiving simple shapes. Unfortunately, it is quite difficult to embed such an ability into a computational procedure.

b) On the other hand, this method is powerful for so-called scramble textures in which the basic element is vague. The sizes of basic element in D98, D28, D33, D84, and D9 are not clear, but satisfactory results were obtained about the order of coarseness.

B. Contrast

We examined $f_2$ as well as $F_{\text{con}}$. As anticipated, $f_2$ is heavily affected by fineness and has no correlation with $F_{\text{con}}$; in fact $f_{\text{con}}: f_2 = 0.044, F_{\text{con}}: f_2 = -0.456$.

On the other hand, although our measure $F_{\text{con}}$ was designed only for Factors i) and ii), it yielded quite a good score $f_{\text{con}}: F_{\text{con}} = 0.904$. It proves that the narrow sense of contrast is a strong dominant factor even for texture patterns with different structures. Texture is said to be essentially a tone-invariant and spatial property. In this sense, our current measure $F_{\text{con}}$, not containing Factors iii) and iv), is not a textural property. The contrast in our feature set is expected to reflect these two factors in the future.

C. Directionality

To compare the effectiveness of our method, we computed directionality $F_{\text{dir}}$ using power histograms from Fourier power spectra. As results, we obtained $f_{\text{dir}}: F_{\text{dir}} = 0.823$ and $f_{\text{dir}}: F_{\text{dir}} = 0.776$. This reveals that our local direction histogram $H_p$ is equivalent or better than the Fourier techniques. Directionality is well reflected in Fig. 6. Nevertheless, the correlation of 0.823 is not so excellent as expected. This discrepancy may be caused by the following two reasons.

a) Although the gradual change of direction in D69 shows high directionality perceptually this change is averaged in $H_p$, resulting in a weak peak. As an extreme case, let us consider the pattern which consists of half circles centered at the same point. Human beings may perceive it as directional to some extent, but we cannot detect the directionality from our histogram $H_p$. This is one of the limits of using only local operations.

b) The degree of perceptual coarseness or contrast can be measured relatively, i.e., by comparing two or more pictures, while the presence of directionality may be estimated from one. Suppose we are required to classify each texture individually into two groups: directional and nondirectional. We may readily assign [D68, D15, D93, D69, D38, D84, D20, D34] to the first group and the rest to the other group. From this point of view, both $f_{\text{dir}}$ and $F_{\text{dir}}$ can classify them exactly, but within each group, the ranks are highly interchanged. It is presumably because the subjects were forced to select the most directional picture in each pair, even if the pictures were very similar.

D. Line-likeness

The correspondence $f_{\text{lin}}$: $F_{\text{lin}} = 0.713$ is worse than the previous three results. However, taking into consideration the fact that the human subjects had difficulty with line-likeness, it is a desirable result that D34 and D15 took the high ranks in $F_{\text{lin}}$. In fact, the correlation between $F_{\text{dir}}$ and $F_{\text{lin}}$ is smaller than that between $F_{\text{dir}}$ and $f_{\text{lin}}$ (i.e., $F_{\text{dir}}$, $F_{\text{lin}} = 0.782, f_{\text{dir}}: f_{\text{lin}} = 0.923$). However, we can observe the following deficiencies in the current $F_{\text{lin}}$.

a) We used the fixed distance four for all pictures. If by accident line crossings exist at this distance, our $F_{\text{lin}}$ fails to detect the continuity of directions. This is the case in D3. To avoid this effect, we should use a distance which is adequate to each picture by using the result of $F_{\text{crs}}$; otherwise we should follow the local direction step by step, but this method would be very time consuming.

b) In our definition of $F_{\text{lin}}$ an edge was counted as a line, so that D67 and D98 had the undesirable larger values in $F_{\text{lin}}$ than in $f_{\text{lin}}$. To avoid this effect we must use not an edge-detector but a line-detector. It is not easy to overcome these deficiencies. Concerning line-detection, several attempts have so far been performed [36], [37]. However, properly chosen sizes and thresholds are essential in these methods, and sometimes a priori knowledge is required. In our situation, we have no information about the presence of lines and their widths, if any. It is rather difficult to design a line-detector which is efficient on any unknown texture.

E. Regularity

We find considerable lack of correspondence between $f_{\text{reg}}$ and $F_{\text{reg}}$. As was considered in Section III-B, $f_{\text{reg}}$ was not a proper measurement for our specification. The authors' ordering $f_{\text{reg}}$ gave better correspondence with $F_{\text{reg}}$; i.e., $f_{\text{reg}}$: $F_{\text{reg}} = 0.246, f_{\text{reg}}$: $F_{\text{reg}} = 0.779$. Hence, it may be reasonable to regard $f_{\text{reg}}$ as an unreliable result in $f$ while the approximation of regularity by considering variations of the features over subimages can work well.

Improved scores can be expected if the subimages have sizes suitable to their coarseness and to give the proper weight to each contributing feature. Moreover, in order to describe the regularity more precisely, it is indispensable to analyze the complexity of the texture elements and their contribution to the global regularity.

F. Roughness

The correlation between $f_{\text{rough}}$ and $F_{\text{rough}}$ is 0.652. It seems too crude to approximate the roughness simply by combining $F_{\text{crs}}$ and $F_{\text{con}}$. We tried to combine $F_{\text{rough}}$ as $F_{\text{crs}} + F_{\text{con}} - F_{\text{dir}}$, but the result was even worse. The principal discrepancies can be observed as follows.

a) D67 is so high in coarseness and contrast that it is ranked as second on $F_{\text{rough}}$. However, D67 was not perceived so rough by the human subjects.

b) On the other hand, D84 was perceived to be very rough, but it is relatively low in both $F_{\text{crs}}$ and $F_{\text{con}}$. 
Looking at D67 and D84, we would certainly perceive their basic elements as smooth and rough, respectively, even if their coarseness and contrast were to be changed to some extent. It seems that human beings emphasize the perceptual roughness of texture elements. In this case, one should try to analyze and describe texture elements precisely.

The attained results are shown in Table IV. For the first three features, our improvements achieved successful correspondences with psychological measurements. It follows that the remaining three could be sufficiently improved by due considerations of the causes of discrepancies. Here, what should be noted first is that coarseness plays an important role in all other features. Therefore, it is expected that a better performing coarseness detector will be developed and other textural features can be extracted by using its output. Secondly, development of a method that can describe texture elements faithfully is the remaining significant problem.

VI. TEST OF SIMILARITY MEASUREMENTS

We saw that our set of textural features succeeded in corresponding to human visual perception in each feature. Another interesting problem is to describe similarity of texture pattern by using a certain combination of these features. Here, the problem which we specified to the human subjects and the computer is to find the nearest pattern from 15 other ones for each picture in Fig. 1.

Nine human subjects (not including the authors) had to select the closest pattern for each picture, but they did not have to give reciprocal answers; e.g., if D93 was selected as the closest with respect to D69, any pattern may be selected as the closest to D93 (except of course D93 itself).

The nearest categories were computed for each of the nine samples in each category by using the first four features which are independently defined, i.e., $F_{crs}$, $F_{con}$, $F_{dir}$, and $F_{lin}$. We examined two distance criteria for deciding which is nearest. The first one finds for each sample the category having the maximum likelihood except its own category. In other words, this decision is the case of the minimum Mahalanobis distance to the means of other categories. The other one is the popular Euclidean distance, where all four measurement scales are normalized so that all their means and variances can have the same value.

The results are shown in Table VI. The answers for some categories vary widely. It may be impossible to request only one answer for each category from both human beings and the computer. We can hardly see the correspondence between human and computer results except in the case of D15. It is not trivial to find a good measure for such a correspondence. There exists various answers even among the human beings. Assuming that all these answers are correct, we count the number of computer answers which coincide with any of the human ones. We denote this number by $N_{nc}$. These values for two criteria are also shown in Table VI. These results, it must be said, are poor. It follows that the simple combination of four features, i.e., $F_{crs}$, $F_{con}$, $F_{dir}$, and $F_{lin}$, cannot describe similarity well.

### Table VI: Nearest Categories Judged by Humans and Computer

<table>
<thead>
<tr>
<th>Human subjects</th>
<th>Maximum likelihood</th>
<th>Euclidean distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>D3</td>
<td>D34(5)**, D31(3)</td>
<td>D84(4)</td>
</tr>
<tr>
<td>D9</td>
<td>D93(3), D109(2)</td>
<td>D38(9), D111</td>
</tr>
<tr>
<td>D15</td>
<td>D68(9)</td>
<td>D68(9)**</td>
</tr>
<tr>
<td>D20</td>
<td>D84(6), D111</td>
<td>D93(9)</td>
</tr>
<tr>
<td>D28</td>
<td>D98(6), D33</td>
<td>D67(7), D15(4)</td>
</tr>
<tr>
<td>D33</td>
<td>D109(4), D38</td>
<td>D69(9)</td>
</tr>
<tr>
<td>D34</td>
<td>D31(5), D20(2)</td>
<td>D68(9)</td>
</tr>
<tr>
<td>D38</td>
<td>D93(3), D68</td>
<td>D69(9)</td>
</tr>
<tr>
<td>D67</td>
<td>D84(9), D33</td>
<td>D109(1), D111(2)</td>
</tr>
<tr>
<td>D68</td>
<td>D105(5), D33(4)</td>
<td>D69(7), D55(2)</td>
</tr>
<tr>
<td>D69</td>
<td>D93(6), D33(3)</td>
<td>D84(4), D38(2), D68(2)</td>
</tr>
<tr>
<td>D84</td>
<td>D20(3), D33(3)</td>
<td>D69(4), D33(2), D68(2)</td>
</tr>
<tr>
<td>D93</td>
<td>D38(6)</td>
<td>D93(4), D90(7)</td>
</tr>
<tr>
<td>D98</td>
<td>D84(9)</td>
<td>D69(9)</td>
</tr>
<tr>
<td>D109</td>
<td>D93(7), D33, D111</td>
<td>D69(9)</td>
</tr>
<tr>
<td>D111</td>
<td>D31(6), D28, D34, D109</td>
<td>D69(9)</td>
</tr>
</tbody>
</table>

* Numerals in bracket after category name mean the number of subjects or samples which answered to that category.
** Underlined parts coincide with one of the answers by human subjects.

### Table VII: Number of Samples Coinciding with One of Human Answers by Using Minimum Euclidean Distance Under Specified Conditions

<table>
<thead>
<tr>
<th>$F_{crs}$</th>
<th>$F_{con}$</th>
<th>$F_{dir}$</th>
<th>$F_{lin}$</th>
<th>Over 4 features $F_{crs}$ $F_{dir}$ $F_{con}$ $F_{lin}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{nc}$</td>
<td>49</td>
<td>21</td>
<td>51</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>(34.0%)</td>
<td>(14.6%)</td>
<td>(35.4%)</td>
<td>(22.4%)</td>
</tr>
</tbody>
</table>

It is worth analyzing the results by humans. We asked the human subjects the reasons of their decisions. Most of their explanations indicated that similarity measurement is highly dominated by a few strong cues in a restricted situation, while we used four features equivalently in the above experiment. Especially, the "coarseness" and "directionality" were said to be very significant cues. For example, the human subjects answered the similarity in directionality for the reason why they did not select not D68 but rather D93 for D69, although each of D68 and D69 is a picture of wood grain.

Predicting that the strongest cue dominates the total similarity, we computed the categories having the minimum Euclidean distance for each feature separately in all four features, and only in $F_{crs}$ and $F_{dir}$. Only the values for these results are shown in Table VII. Although the usefulness of $F_{crs}$ and $F_{dir}$ is proven, we could not approximate all the similarity cases. It may be partly because we do not have a
sufficient number of features which describe the structure of textures. However, more complicated logic seems to be required for the similarity measurement.

VII. CONCLUSION

In this study, we have attempted to develop textural features which correspond to human visual perception. Six basic textural properties (i.e., coarseness, contrast, directionality, line-likeness, regularity, and roughness) have been measured by human subjects. Computational measures have been developed and improved in order that they may correspond to the psychological measurements.

With respect to coarseness, contrast, and directionality, we have attained very successful results. These three features are so significant in global descriptions of textures that they can be expected to be useful separately in cases where the texture differs only in one of them or in combinations for image classification and segmentation problems. Especially, coarseness is a highly essential factor in texture. In order to improve the other features, its results should be utilized.

With respect to line-likeness, regularity, and roughness, we have obtained considerable correspondences between computational and psychological measurements, but more effort is required to describe precisely the texture elements on which these three features depend. For this purpose, we should have many kinds of techniques which can detect differences in a variety of second-order statistics. The meanings of the technique should be clear, because it is nearly impossible to use all differences in general second-order statistics for unknown textures.

On the other hand, simple combinations of our features have not simulated the human similarity measurement well. It is supposedly not because the ability of each feature is insufficient but because more complex mechanisms exist in the human usage of multiple cues. At any rate further studies are necessary in the psychometrical field to investigate the mechanisms. Also, it is important to give well defined specifications to human subjects and analyze the responses for each specification. Indeed, the concepts of uniformity, complexity, homogeneity, etc., are very interesting. We believe that we should continue to develop new computational versions of basic textural features and to improve them.
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Quantitative Evaluation of Computer Regenerated Images and Their Use in Storage-Restricted Environments

RAOOF F. H. FARAG, MEMBER, IEEE, AND Y. T. CHIEN, SENIOR MEMBER, IEEE

Abstract—For a given set of images (or pattern samples), a probabilistic grammar may be developed to describe and recognize these images. This grammar, once obtained, may serve as an abstract representation for the images in question. Conversely, images may be regenerated from their grammatical representations. Images regenerated in this manner, however, may contain samples that are not found in the set of original images from which the grammatical representation was developed. A method for evaluating the quality of regenerated images with respect to the set of original images is discussed. Let \( I \) be the set of original images and \( O \) be the set of images regenerated from the abstract representation of \( I \). Set \( O \) consists of two mutually exclusive subsets, \( A \) and \( B \). \( A \) is the set of images found in \( I \), and \( B \) is the set of images not found in \( I \). It is shown that the clustering behavior of set \( B \) determines the quality of the regenerated images in the mean-square sense. By defining a scatter matrix for \( B \), several factors that influence the image quality with respect to \( I \) are derived. Experimental results on the abstract representation and regeneration of a subset of the Munson data are demonstrated. An interesting application of this regeneration model to pattern recognition in storage-restricted environments is also presented.

I. INTRODUCTION

In dealing with a large data base of pictorial information, it may be necessary to consider the generative capacity of probabilistic grammars as a way of storing and manipulating the massive data. This paper discusses this generative property in the context of regenerating the images from their abstract grammatical representation. In particular, the question of how the quality of regenerated images can be evaluated quantitatively, consistent with the subjective, visual evaluation, will be addressed. The immediate result of regenerating “high quality” images from their abstract grammatical representation is an alternative to the storage of large data bases needed in pattern recognition experiments.

The handling of images has been of considerable interest to researchers in the field of optics and the field of image processing. From the optical point of view the interest is found in noise removal, image enhancement, image restoration, and reconstruction [1]-[4]. In image processing considerable attention is given to image coding for transmission, noise filtering, use of transforms (Fourier, Hadamard, and Walsh) for bandwidth reduction and filtering, etc. [5]-[12]. Levi [1] gives a review of the quantitative image assessment measures. He suggests the use of mean-square error, correlation, signal to noise ratio, and a measurement based on the concept of channel capacity in information theory. In both image processing and optics the problem is a single image which has been processed through a distorting system. The interest in these fields is in how to retrieve the input signal in the “best” way possible. In a purely optical system, for instance, the best image would be the least distorted, while in image processing the best image would be the image requiring the least bandwidth while still maintaining a certain “quality” in the image.

The main concern of this paper is different from the above two areas in the sense that we are not handling a single image at a time but rather a collection of images at the input and a
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