A tabu search heuristic for the heterogeneous vehicle routing problem on a multigraph
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ABSTRACT

We study a time-constrained heterogeneous vehicle routing problem on a multigraph where parallel arcs between pairs of vertices represent different travel options based on criteria such as time, cost, and distance. We formulate the problem as a mixed-integer linear programming model and develop a tabu search heuristic that efficiently addresses computational challenges due to parallel arcs. Numerical experiments show that the heuristic is highly effective and that freight operators can achieve advantages in cost and customer service by considering alternative paths, especially when route duration limits are restrictive and/or when vehicles of smaller capacity are dispatched to serve remote customers.

1. Introduction and practical motivation

Vehicle routing problems (VRPs) arise frequently in the delivery and collection of items between a central depot and a number of customer locations. In its basic form, the VRP is concerned with determining a set of minimum-cost vehicle routes such that each route starts and ends at the depot, each customer is visited exactly once, and the total load on a vehicle does not exceed the capacity. As one of the most widely-studied combinatorial optimization problems, the VRP has been adapted to address a variety of practical considerations such as multiple trips by vehicles, time windows, multiple depots, and mixed fleet of vehicles.

Typically, the problem is studied on a complete undirected graph with vertices corresponding to the customer locations and arcs corresponding to the links between those locations. When an underlying road network is not complete, this representation can be obtained by computing the shortest path between possible origin–destination points on the original network. As mentioned by Garaix et al. (2010), the shortest path is generally computed based on a single attribute such as travel time, and this results in the alternative routes with different attributes (travel cost, distance, etc.,) not being considered in the solution space. Garaix et al. (2010) have addressed these alternative routes, which often represent realistic trade-offs in distribution activities (e.g., travel time versus cost), by building a multigraph representation of the road network and showing the cost savings for an on-demand transportation problem. Baldacci et al. (2006) have previously introduced the multigraph structure into a multiple disposal facilities and multiple inventory locations rollon–rolloff vehicle routing problem. In this paper, we adopt the idea of alternative route consideration and study a time-constrained heterogeneous vehicle routing problem on a multigraph where parallel arcs between pairs of vertices represent different travel options based on criteria such as time, cost, and distance. We formulate the problem as a mixed-integer linear programming model and develop a tabu search heuristic that efficiently addresses computational challenges due to parallel arcs. Numerical experiments show that the heuristic is highly effective and that freight operators can achieve advantages in cost and customer service by considering alternative paths, especially when route duration limits are restrictive and/or when vehicles of smaller capacity are dispatched to serve remote customers.
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routing problem on a multigraph. Similar to the work by Garaix et al. (2010), we illustrate the gains achieved by the consideration of alternative routes.

In particular, we study the following problem. There is a mixed fleet of vehicles positioned at a depot and a set of customer locations with fixed demand requirements. The vehicles are different in regard to the characteristics of capacity, availability, and cost. The goal is to find the least-cost vehicle routes, starting and ending at the depot, such that each customer is served by exactly one vehicle in a single visit, and the total demand on the vehicle does not exceed its capacity. In the literature, this problem is referred to as the mixed fleet or heterogeneous vehicle routing problem and generalizes the capacitated vehicle routing problem by introducing different vehicle types (e.g., Gendreau et al. (1999) and Yaman (2006)). In our work, we consider an upper limit on the route duration, and we study the problem on a multigraph where multiple parallel arcs between each pair of vertices correspond to the alternative paths connecting the two customer locations in the underlying road network. The paths are differentiated with respect to the multiple criteria under consideration, for example, time, cost, distance, and usage (wear and tear), and these properties are summarized as the arc attributes in the multigraph. Following the naming convention in Baldacci et al. (2006), we refer to this problem as the heterogeneous vehicle routing problem on a multigraph (HVRP-MG). We provide a flow-based mathematical formulation for the HVRP-MG and propose a tabu search heuristic for its solution. Tabu search is a widely-used heuristic method for VRPs and has been shown to provide near-optimal solutions efficiently for several related problems (Section 2). The presence of parallel arcs, however, renders simple tabu search operations such as insertion complicated, because, unlike the tabu search applications designed for simple graphs, arc selection decisions must be made to calculate the insertion costs on a multigraph. We develop a new procedure for estimating the insertion costs efficiently and integrate it into the search. Using instances with two attributes for the parallel arcs, our numerical experiments demonstrate the effectiveness of the proposed tabu search heuristic and provide managerial insights from sensitivity analyses. The proposed solution method can be extended to address multiple attributes for the parallel arcs. Below we provide a numerical example to motivate the use of multigraph structure in a VRP.

The key contribution of this research is that it addresses two important but not often studied areas of the VRP, namely, the fixed-fleet time-constrained heterogeneous vehicle routing problem and the vehicle routing problem with alternative paths. The heterogenous vehicle routing problem in which a limited number of vehicles are available for delivery or collection activities (i.e., a fixed fleet) is a complex variant of the VRP and is closer to the distribution and transportation problems in practice (Baldacci et al., 2008). The presence of alternative paths further increases the practical relevance of the problem because it can address many situations in which the consideration of trade-offs such as minimum cost and faster service provides competitive advantages for the distributors. The distinctive feature of our model is the integration of these two important variants of the VRP, which leads to some interesting managerial insights such as those relating to the cost savings attributable to the alternative paths. From the methodology point of view, we contribute by developing a tabu search heuristic that effectively deals with the computational challenges introduced by the parallel arcs. The arc selection heuristic that we integrate into the tabu search allows us to efficiently search the neighborhood of a given solution.

Example. Suppose that a set of customers, numbered from 1 to 18, are to be served by a fleet of 3 vehicles. For simplicity, we assume that all vehicles have 150 units of capacity. Suppose that there are two alternative paths of travel between every pair of customer locations and they are incorporated into the network by two parallel arcs (links), differentiated by the travel cost and travel time combination. One of these arcs represents the faster but more costly path and the other represents the slower but less costly path. The route duration is limited to 260 time units. The goal is to find the minimum-cost vehicle routes within the route duration limit. We note that the values of the customer demands, travel and dispatch costs, and travel and service times are chosen according to the base-case setting in the numerical analysis, which is presented later in the paper in Section 5. The details are not necessary to illustrate the main insights from this example and hence are omitted here for brevity.

We analyze two cases. In the first case, we ignore the parallel arcs and solve the problem on a simple graph by considering the less costly arcs only. In the second case, we solve the problem on a multigraph by considering both types of arcs. Fig. 1 depicts the corresponding solutions and Table 1 summarizes the information on the vehicle routes.

In the simple graph, vehicle 3 returns to the depot after visiting customer 1, but in the multigraph, the route is extended to include customers 3 and 13 by using the arcs {(1,13), (13,3), (3,0)} that are all of faster but more costly types. These arcs facilitate route extension without violating the route duration limit, which would have been infeasible in the simple graph. Consequently, the assignment and sequence of customers in the other vehicles’ routes are changed, and while the travel cost of vehicle 3 increases, the total transportation cost of all routes is reduced from 657.92 to 652.11. Therefore, savings in travel costs, e.g., fuel costs and toll charges, can be generated by taking advantage of the flexibility offered by the parallel arcs. For larger problems, it is also possible to realize savings in vehicle dispatch costs because service can be delivered with a smaller number of vehicles.

The practical motivation for this study comes from the distribution of fast-moving consumer goods, specifically, malt beverages and beer in China. In this industry, producers often rely on a highly fragmented, complex, and multi-tiered supply chain to reach their customers. (See Fig. 2 for an illustration based on Dai and Zhou (2008).) One unique feature of these systems compared to their counterparts in other countries such as the United States is the abundance of agents in the middle tiers, especially the wholesalers. The wholesalers satisfy demand requests coming from multiple customer sources including the retailers. They are served by a number of distributors, who replenish their stocks from the producer. In a beer supply
chain, while there may be around five distributors carrying one producer's brand (mostly) exclusively, it is not uncommon to have more than one hundred independent wholesalers who may sell goods from multiple brands. Major transportation activities take place between the producer and the distributors via long-haul carriers, and between the wholesaler or distributor and the customers in the form of local deliveries. Firms may use specialized services of 3PL companies for their distribution needs, although operating privately owned trucks or renting trucking services is more widespread in the industry. The sheer size of the network leads to frequent movements of the goods from upstream to downstream parties, which in turn contributes to increased transportation costs.

Fig. 1. Effects of considering alternative routes. (Left) Simple graph with less costly arcs only, (Right) Multigraph.

Table 1
Vehicle routes.

<table>
<thead>
<tr>
<th>Vehicle</th>
<th>Travel time</th>
<th>Vehicle load</th>
<th>Travel cost</th>
<th>Route</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple graph*</td>
<td>1</td>
<td>170.00</td>
<td>120</td>
<td>199.92</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>121.47</td>
<td>147</td>
<td>163.86</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>258.01</td>
<td>92</td>
<td>294.14</td>
</tr>
<tr>
<td>Multigraph</td>
<td>1</td>
<td>107.79</td>
<td>88</td>
<td>162.85</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>148.77</td>
<td>135</td>
<td>186.23</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>259.82</td>
<td>136</td>
<td>303.03</td>
</tr>
</tbody>
</table>

* Considering only the less costly arcs between pairs of customer locations.

Fig. 2. Beer distribution network in China.
The transportation cost structure in China is shaped by the current logistics infrastructure and regulations that present some unique properties. For example, as reported by Dai and Zhou (2008), highway toll charges account for as much as 20–30% of the total logistic costs in China, whereas they are often assumed negligible compared to the driver wages, shipping, and handling costs in the United States. The carriers have the option of incurring lower toll charges by utilizing free public roads, but it comes at the expense of a slower and less reliable service. Other differences arise from fleet heterogeneity, which is usually more significant in the Chinese systems, and road access limitations for different vehicle types due to high population densities in Chinese cities. Furthermore, retailers often require frequent deliveries from their wholesaler, mainly because of space limitations in the stores and/or their reluctance to carry high stock levels given the customers’ small shopping volumes caused in part by the relatively low levels of vehicle-ownership in Chinese households. As a result, wholesalers, who are involved in intense competition, often have to deal with deliveries of small quantities and unplanned vehicle routes while also considering the trade-offs between delivery costs and ability to provide service in short notice. (Other examples of academic research inspired by logistics problems in China include Chen et al. (2001), Fisher et al. (1986), Ma et al. (2012), and Yu and Qi (2014).)

These unique properties call for development of effective operational strategies to address alternative paths of travel (e.g., trading off cost and time), heterogeneous vehicles, and time-restricted delivery trips. Focusing on the shipment of products from a wholesaler to the retailers, we capture these characteristics by modeling a VRP on a multigraph and by considering multiple types of vehicles under a route duration constraint.

The rest of this paper is organized as follows. In Section 2, we review the related literature. Section 3 describes the problem and provides a mixed-integer linear programming formulation for the HVRP-MG. Solution methodology is discussed in Section 4, with a focus on the tabu search algorithm. In Section 5, we conduct a computational analysis and evaluate the performance of the tabu search heuristic as compared to a mixed-integer linear programming approach and two less sophisticated insertion-based heuristics. We also perform a sensitivity analysis to derive some managerial insights on the delivery performance of the tabu search heuristic as compared to a mixed-integer linear programming approach and two less sophisticated insertion-based heuristics. We also perform a sensitivity analysis to derive some managerial insights on the delivery operations in the presence of parallel arcs. Section 6 concludes the paper with a discussion of research limitations and extensions.

2. Literature review

Starting with the early work of Dantzig and Ramser (1959) and Clarke and Wright (1964), the classical VRP has been extensively studied in the operations research literature. Several books and articles survey this rich literature and provide information on the basic VRP and the solution methods (e.g., Golden et al. (2008), Toth and Vigo (2002), Laporte (2009), and Vidal et al. (2013)). Solution approaches to the VRP concentrate on exact methods, construction heuristics, local-improvement methods, and meta-heuristics, which are reviewed in the papers by Cordeau et al. (2002), Cordeau et al. (2005), Gendreau et al. (2002, 2007), Laporte (1992, 2007), and Potvin (2009). Likewise, the literature on the variants of VRP is quite well developed, studying a wide array of practical extensions such as time windows, (e.g., Desrochers et al. (1988) and Ollie and Gendreau (2005)), multiple trips by vehicles (e.g., Brandão and Mercer (1997) and Taillard et al. (1996)), multiple depots (e.g., Laporte et al. (1988) and Renaud et al. (1996)), and multiple types of vehicles (e.g., Gendreau et al. (1999) and Golden et al. (1984)).

The research stream on VRPs with multiple types of vehicles is the most relevant to our study. These problems are referred to as heterogeneous or mixed fleet VRPs and differ from the classical VRP in that a mixed fleet of vehicles with distinct capacities, fixed operating costs, and variable costs is used to serve the customers. Two variants of the problem arise with respect to the fleet size: The problem in which there is a limit on the number of vehicles available for each type (i.e., fixed fleet) is referred to as the Heterogenous VRP (HVRP) and that with unlimited number of vehicles is referred to as the Fleet Size and Mix VRP (FSM) or the Vehicle Fleet Mix Problem (VFMP). Baldacci et al. (2008, 2010) review the related literature and give an overview of the heuristic and exact solution algorithms for both problems. Some mathematical formulations are provided by Choi and Tcha (2007), Ghayes et al. (1984), Golden et al. (1984), Salhi and Rand (1993), and Yaman (2006). Among these, Choi and Tcha (2007), Golden et al. (1984), and Yaman (2006) focus on exact algorithms for the VFMP and develop lower bounds. Heuristic approaches to the VFMP and its variants are studied in papers such as Brandão (2011), Desrochers and Verhoog (1991), Gendreau et al. (1999), Leung et al. (2013), Salhi and Osman (1996), Renaud and Boctor (2002), Wassan and Osman (2002), and Taillard (1999).

For the HVRP, the main solution approaches have been of heuristic type, with the exception of the works by Baldacci and Mingozzi (2009) and Pessoa et al. (2009). Specifically, construction heuristics and meta-heuristics have been applied to the HVRP and its variants (e.g., Taillard (1999), Tarantilis et al. (2003, 2004)). In general, meta-heuristics such as tabu search or large scale neighborhood search are reported to have superior performances (Baldacci et al., 2008). Recent research in this area has therefore focused on meta-heuristics, which often combine multiple solution methods by developing hybrid algorithms and includes Duhamel et al. (2012), Li et al. (2007, 2010), Liu et al. (2009), Penna et al. (2013), Prins (2009), and Subramanian et al. (2012). All of these papers address an HVRP with fixed costs and vehicle-dependent routing costs, which is also the main problem in our paper. Additionally, we consider two features: Route duration constraints and parallel arcs between pairs of vertices. While the route duration constraint is studied by Li et al. (2010), none of the papers in this stream consider parallel arcs. These arcs represent alternative paths of travel from a customer location to another in the underlying road network, and they provide more flexibility in constructing routes based on the different attributes of the arcs (e.g., more
costly but faster connections can be selected when delivery time limit is restricted.) We propose a mixed-integer linear programming formulation for the HVRP that can address multiple parallel arcs between pairs of vertices. Similar to Golden et al. (1984) and Yaman (2006), we extend the Miller–Tucker–Zemlin (MTZ) inequalities for the TSP (Miller et al., 1960) to model the capacity and subtour elimination constraints in our formulation; but we also incorporate the multigraph structure. In view of the findings reported by Baldacci et al. (2008), we focus on heuristic approaches and propose a tabu search heuristic that leads to near-optimal solutions in our numerical tests on parallel arcs with two attributes.

Another area of research that is closely related to our work deals with VRPs on a multigraph. Baldacci et al. (2006) introduce this structure to study a multiple disposal facilities and multiple inventory locations rollon–rolloff vehicle routing problem. In particular, they show that the problem can be modeled as a single depot time-constrained VRP on a directed multigraph. Assuming that the vehicles are identical and have unlimited capacity, they provide a set partitioning formulation of the problem and propose an iterative exact method. Our work differs from Baldacci et al. (2006) in that we incorporate a mixed fleet of vehicles and consider capacity limits in addition to the duration constraints on the vehicle routes. Furthermore, we formulate the problem using flow variables that indicate the vehicles’ travel between customers, and provide a heuristic solution approach based on tabu search. In a different study, Garaix et al. (2010) incorporate alternative paths into vehicle routing problems by building a multigraph representation of the underlying road network. As discussed by these authors, some difficulties arise when parallel arcs are present between each pair of vertices in the graph. More specifically, although determining the exact schedule for a vehicle route is trivial in a simple graph after deciding the assignment of customers to the vehicles and the visiting sequence in the routes, this is no longer true for a multigraph structure. Due to the parallel arcs between the vertices, additional decisions must be made regarding the specific arc selection. Garaix et al. (2010) propose a dynamic programming algorithm for arc selection in the context of a dial-a-ride problem. They examine how the multigraph structure affects insertion operations and branch-and-price methods in solving these problems. Similar to Garaix et al. (2010), we consider multigraph structure in our model but our application area and solution approach differ from theirs as we study a heterogeneous vehicle routing problem and propose a tabu search heuristic with an efficient arc selection procedure. We demonstrate the effectiveness of our heuristic method by comparing it to their dynamic programming approach to arc selection.

We consider time limits on the vehicle routes, therefore, the literature on time (or distance) constrained VRPs is also relevant. Applications of these problems are provided in the papers by Assad (1988) and Laporte et al. (1984). With the objective of minimizing the total distance traveled, Laporte et al. (1984) and Laporte et al. (1985) provide formulations of the problem and develop exact solution methods based on constraint relaxation. Considering the minimization of total distance and number of vehicles used, Li et al. (1992) show that the optimal solutions under these objectives are closely related. We focus on minimizing the sum of travel and fixed dispatch costs while addressing time restrictions for the routes as an additional constraint. Different from these papers, we model multiple types of vehicles, which necessitates a heuristic solution approach rather than exact methods for realistic-sized problems.

First proposed as a local search method for combinatorial optimization problems (Glover, 1986, 1989), tabu search has been widely applied to VRPs with great success (e.g., Barbarosoglu and Ozgur (1999), Gendreau et al. (1994), Osman (1993), Rochat and Taillard (1995), Taillard (1993), Toth and Vigo (1998), and Xu and Kelly (1996)). The basic concept of tabu search is to explore the solution space iteratively by moving from one solution to the best neighboring solution that is not in a tabu list. The tabu list is maintained to avoid cycling, where recently examined solutions are not considered for a number of iterations unless they satisfy some aspiration criterion. The search may be improved by implementing intensification and diversification schemes that prevent the search from being restricted to a limited portion of the search space and help explore the promising solutions more closely. Surveys on tabu search and other meta-heuristics for VRPs can be found in Cordeau et al. (2005) and Gendreau et al. (2002). Tabu search implementations for the classical VRPs are extended to incorporate multiple types of vehicles in the context of HVRP (e.g., Brandão (2011), Gendreau et al. (1999), Salhi and Osman (1996), Wassan and Osman (2002)). We propose an implementation that considers the multigraph structure, which has not been addressed previously. While our tabu search implementation maintains some of the attributes proposed by these papers, e.g., allowing the search to move to infeasible solutions and penalizing solutions with frequently moved vertices (Gendreau et al., 1999; Ho and Gendreau, 2006), it is adapted to handle the structure of parallel arcs between vertices through an efficient arc selection procedure that is incorporated in the search.

3. Problem formulation

In this section, we present a mixed-integer linear programming formulation for the HVRP-MG based on flow variables. Let \(G(V, E)\) be a directed multigraph where \(V\) is a set of vertices and \(E\) is a set of arcs. Vertex \(v_0 \in V\) denotes a depot from which all vehicles are operated, and the remaining vertices represent \(n\) customers. Each customer \(i \in V \setminus \{v_0\}\) requires a certain number of units to be delivered to its location, representing the demand \(d_i \in \mathbb{Z}^+\). Associated with this delivery is a service time denoted with \(s_i \in \mathbb{R}^+\). The set \(E\) may contain parallel arcs between each pair of vertices that correspond to the alternative paths connecting the two locations in the underlying road network (Garaix et al., 2010). There is a heterogeneous fleet of vehicles with distinct capacities, fixed operating costs, and travel costs. The fleet is categorized into different types of vehicles, indexed over the set \(K\), so that vehicles of the same type are identical. For each type \(k \in K\), let \(Q_k \in \mathbb{Z}^+\) denote the vehicle capacity, \(f_k \in \mathbb{R}^+\) denote the fixed dispatch cost, and \(m_k \in \mathbb{Z}^+\) denote the number of vehicles available. The travel time on an
arc $e \in E$ is given by $t_e \in \mathbb{R}^+$, and when a vehicle of type $k$ travels through arc $e$, a travel cost $c^e_k \in \mathbb{R}^+$ is incurred. The objective is to determine a set of vehicle routes with the minimum total cost, subject to the following requirements:

(i) Each route starts and ends at the depot and is associated with one vehicle type.
(ii) Each customer is visited once by exactly one vehicle.
(iii) The total demand served on a route of type-$k$ vehicle does not exceed the vehicle capacity, $Q_k$.
(iv) All vehicles return to the depot within a given time limit, $L$.
(v) The number of type-$k$ vehicles in use does not exceed the number of vehicles available, $m_k$.

All problem parameters are assumed to be known with certainty. Consistent with Garaix et al. (2010), the arcs in the multigraph represent Pareto-optimal road paths only. For instance, if each arc has two attributes, travel time and cost, then this implies that no arc exists for road paths that are dominated with respect to these two criteria; i.e., any path with a longer travel time and a higher travel cost can be ignored.

We next proceed to the formulation. In the following, we define the decision variables, $x^e_k = \{0,1\}$, $y^i_j \in \mathbb{R}^+$, and $w^i_j \in \mathbb{R}^+$. Let

$$x^e_k = \begin{cases} 1, & \text{if a vehicle of type } k \text{ travels on arc } e; \\ 0, & \text{otherwise}; \end{cases} e \in E, k \in K.$$ 

For all $i,j \in V$ with $i \neq j$, let $y^i_j \in \mathbb{R}^+$ denote the total (cumulative) demand delivered when the vehicle leaves customer $i$ to serve customer $j$. Similarly, let $w^i_j \in \mathbb{R}^+$ denote the cumulative sum of service and travel times when the vehicle leaves customer $i$ to serve customer $j$. If there is no vehicle traveling from customer $i$ to customer $j$, both $y^i_j$ and $w^i_j$ are set to zero. For notational simplicity, let $E_i \subset E$ denote the set of arcs from vertex $i$ to vertex $j$. $\delta^+(i) \subset E$ denote the set of arcs that leave vertex $i$, and $\delta^-(i) \subset E$ denote the set of arcs that are incident to vertex $i$. Furthermore, it is convenient to treat the depot as a vertex with zero demand and zero service time.

Then, the HVRP-MG can be formulated as follows:

$$\min \sum_{k \in K} \sum_{e \in \delta^+(v_0)} x^e_k + \sum_{k \in K} \sum_{e \in E} c^e_k x^e_k,$$

s.t.:

$$\sum_{k \in K} x^e_k = 1, \forall i \in V \setminus \{v_0\},$$

$$\sum_{e \in \delta^-(i)} x^e_k - \sum_{e \in \delta^+(i)} x^e_k = 0, \forall k \in K, i \in V,$$

$$\sum_{e \in \delta^+(v_0)} x^e_k = m_k, \forall k \in K,$$

$$y^i_j - \sum_{j \in V \setminus \{i\}} y^i_j = d_i, \forall i \in V \setminus \{v_0\},$$

$$y^i_j = \sum_{k \in K} (Q_k - d_i) x^e_k, \forall i,j \in V : i \neq j,$$

$$\sum_{j \in V \setminus \{v_0\}} y^i_j = 0,$$

$$\sum_{j \in V \setminus \{v_0\}} w^i_j - \sum_{j \in V \setminus \{i\}} w^i_j = s_i + \sum_{k \in K} \sum_{e \in \delta^-(i)} t_e x^e_k, \forall i \in V \setminus \{v_0\},$$

$$w^i_j \leq \sum_{k \in K} \sum_{e \in \delta^+(v_0)} (L - s_j - t_e) x^e_k, \forall i,j \in V : i \neq j,$$

$$\sum_{j \in V \setminus \{v_0\}} w^i_j = 0,$$

$$w^i_j \in \mathbb{R}^+, \forall i,j \in V : i \neq j,$$

$$y^i_j \in \mathbb{R}^+, \forall i,j \in V : i \neq j,$$

$$x^e_k \in \{0,1\}, \forall e \in E, k \in K.$$ 

There are $|E||K|$ binary variables and $2|V|^2$ non-negative continuous variables. The objective is to minimize the total fixed costs and travel costs. The set of constraints in (2) ensures that each customer is serviced by exactly one vehicle on a single delivery, that is, the demand is not split. Constraints in (3) and (4), respectively, balance the number of vehicles entering and leaving a vertex, and limit the number of vehicles in use. Constraints (5)–(7) ensure that all vehicle routes satisfy the capacity constraints and that the demand delivered when leaving the depot is zero. Finally, constraints (8)–(10) ensure that all vehicle routes satisfy the duration constraints and that the loading time at the depot is zero. As noted by Yaman (2006), no subtours will appear in any vehicle route due to the capacity (or duration) constraints. Notice that if (4) is removed, the model would determine the optimal fleet size for each vehicle type simultaneously.
Yaman (2006) presents a number of mixed-integer linear programming formulations for the HVRP. Our model is most similar to the formulation with disaggregated flow variables in the sense that the duration and capacity constraints are handled using variables associated with the arcs and vehicle types. As also mentioned by Yaman (2006), one advantage of disaggregating the flow variables by vehicle type is the ease in treating different variable costs, which is an important aspect in our setting. In addition, we incorporate the multigraph structure into the formulation. An HVRP model with similar definitions of flow variables $y_{ij}$ and binary variables $x_{ik}$ is given by Baldacci et al. (2008), but there is no consideration of service duration constraints or parallel arcs in their formulation.

4. Solution methodology

Since the HVRP-MG has been formulated as a mixed-integer linear programming problem (Section 3), commercial optimization software such as CPLEX can be used to obtain the optimal solution for small-sized instances. For instances of practical scale, the problem formulation typically becomes quite large and such tools cannot obtain optimal solutions within a reasonable amount of computation time. Therefore, we propose a heuristic-based approach for solving the HVRP-MG. In particular, we develop a tabu search heuristic that has been proven successful for a wide variety of vehicle routing problems. This section presents the description of the tabu search heuristic and two other simpler heuristic methods against which we benchmark the performance of the tabu search heuristic.

4.1. Tabu search heuristic

Tabu search is a local search method that begins with an initial solution and explores the solution space by iteratively examining the neighboring solutions that are found by simple local modifications to the current solution. To avoid getting stuck in a poor local optimum, the search moves to the best neighboring solution even if this move results in deterioration of the objective function. Recently visited solutions are forbidden for a number of iterations, i.e., they are placed in a tabu list, in order to prevent cycling. Additional features developed for tabu search can be applied to improve the search, see, for example, Rochat and Taillard (1995), Gendreau et al. (1999), Taillard (1999), and Ho and Gendreau (2006).

Basic components of the tabu search heuristic include neighborhood structure, initial solution, tabu moves, aspiration criterion, and diversification/intensification mechanisms. We next describe how these components are designed to solve the HVRP-MG in our study. For better illustration, our description focuses on the case in which the multiple parallel arcs in between the vertices are differentiated with respect to two attributes—travel time and travel cost, where faster links represent more costly travel options and slower ones represent cheaper options. As we explain in the following sections, the solution methodology can be extended to address arcs with multiple attributes. When performing elementary tabu search operations such as insertion on a multigraph, the specific arc selection needs to be considered to evaluate a customer’s insertion into a given route. Due to the time requirements associated with this process, we develop two variants of the tabu search algorithm depending on whether the insertion costs are computed by using an exact dynamic programming approach or an efficient heuristic approach for the arc selection. We describe the tabu search components based on the heuristic arc selection approach and present the variant with the exact arc selection approach as a benchmark case in Section 4.2.

4.1.1. Penalized objective function

Following Gendreau et al. (1994, 1999), Ho and Gendreau (2006) and others, we allow infeasible solutions in the search space for the tabu search. This idea is usually implemented by relaxing some of the constraints and incorporating them into the objective function with the use of self-adjusting penalty parameters, hence the name penalized objective function.

Let $X$ denote the set of solutions that satisfy requirements (i) and (ii) in Section 3, that is, every route starts and ends at the depot, and every customer is visited once by exactly one vehicle. For a solution $x \in X$, let $R(x)$ denote the vehicle routes that contain at least one customer, and for a vehicle route $p \in R(x)$, let $V(p)$ and $E(p)$ be the vertices and arcs in the route. If a vehicle of type $k \in K$ is assigned to route $p$, the travel cost $c(p)$, overload $q(p)$ and overtime $t(p)$, representing the violation of capacity and duration constraints, respectively, can be written as: $c(p) = f_k + \sum_{i \in V(p)} c_i$, $q(p) = \sum_{i \in V(p)} Q_i$, and $t(p) = \sum_{e \in E(p)} t_e + \sum_{i \in V(p)} s_i - L^x$.

After incorporating the penalties for possible violations, the penalized objective function value of a solution $x \in X$ is found by $z(x) = \sum_{p \in R(x)} (c(p) + \alpha q(p) + \beta t(p))$, where $\alpha \in \mathbb{R}^+$ and $\beta \in \mathbb{R}^+$ are the penalty weights that are self-adjusting in the search, similar to the implementations in Cordeau et al. (2001), Ho and Gendreau (2006) and Xue et al. (2014).

4.1.2. Initial solution

The initial solution for the tabu search algorithm is created with an insertion-based heuristic, which builds several routes at the same time. It begins by assigning exactly one arbitrarily selected customer to each of the randomly selected $l$ vehicles, where $l$ is a randomly generated integer between 1 and the total number of vehicles available. Then, the remaining customers are considered one by one, following a randomized order. For each customer, all possible locations in all routes are evaluated for insertion, and the customer is subsequently inserted into a vehicle route at the position that minimizes the insertion cost (the incremental change in the penalized objective function value $z(.)$). We estimate the insertion costs
by using an efficient heuristic algorithm that performs arc selection for a fixed sequence of vertices on a route, as described in Section 4.1.4. (When the tabu search uses the exact solution approach for the arc selection, insertion costs are calculated by using dynamic programming.) Insertion costs are frequently calculated when evaluating the neighboring solutions in the course of the search.

4.1.3. Neighborhood structure

The solutions in the neighborhood of a given solution $x \in X$, denoted as $N(x)$, are the solutions that can be obtained by applying a single-move operation to the current solution. The move operation involves relocating a customer from its current route to another route at the location that minimizes the insertion cost, which is calculated by performing an efficient arc selection procedure in the destination route. (For the tabu search variant with exact arc selection, dynamic programming is used to calculate the insertion costs.)

In each iteration of the search process, all possible move operations for all customers are evaluated and the best one is subsequently performed. The best move operation is the one that leads to the lowest penalized objective function value after incorporating a diversification scheme that is explained shortly. To prevent cycling, if a customer has been moved from route $r$ to route $s$ in a given iteration, then moving the same customer back to route $r$ is forbidden, or declared tabu, for the following $\theta$ iterations, where $\theta$ is a user-controlled parameter. A tabu move is allowed only when the resulting solution is feasible and has an objective function value that is better than that of the current best feasible solution found by the search. This is referred to as the aspiration criterion and it is intended to prevent the search from stagnating.

For diversification purposes, moves that are performed frequently in the search are penalized. We use a mechanism similar to that described by Gendreau et al. (1999) and Ho and Gendreau (2006), which is based on a penalty function $\phi(\cdot)$ applied only to non-improving solutions. For a given solution $x \in X$, $\phi(x) = \lambda c(x)/\sqrt{\nu}$, where $\lambda$ is the number of customers, $\nu$ counts the number of times customer $i$ has been moved to route $r$ so far in the search, and $\lambda$ is a positive parameter that controls the intensity of diversification. Different from Ho and Gendreau (2006), we do not include the number of non-empty vehicles in the penalty function since it is reflected in the fixed cost terms of the objective function.

In summary, given the current solution $x \in X$, the best solution in the neighborhood, $x \in N(x)$, is the solution that minimizes $z(x) + \phi(x)$, where $\phi(x)$ applies only if $z(x) \geq z(x)$, and $x$ is non-tabu, unless it satisfies the aspiration criterion.

4.1.4. Arc selection for a fixed sequence of vertices

In tabu search heuristics for the VRP, insertion is an elementary operation that is performed frequently during the search when building the neighboring solutions – a customer is inserted into a vehicle route at a position that minimizes the insertion cost. It is an easy operation for a simple graph, however, it is difficult in the presence of multiple arcs. This is true even when the sequence of vertices is fixed, because decisions must be made regarding which arc to choose between every two successive vertices. In this section, we develop a procedure that can efficiently perform arc selection for a fixed sequence of vertices.

To simplify our presentation, we make some slight changes of notation. We suppose that $V = (v_0, v_1, \ldots, v_l, v_{l+1})$ is the vertex sequence after a customer is inserted into the route of a vehicle type $k \in K$, where $v_0$ and $v_{l+1}$ denote the depot. (See Fig. 3 for an example.) For all $i \in \{0, 1, 2, \ldots, l\}$, let $E_i$ be the set of arcs between vertices $v_i$ and $v_{i+1}$, and define $E$ as $\bigcup_{i=0}^l E_i$. Then, letting $c_e$ be the travel cost and $t_e$ be the travel time for each arc $e \in E$ by the corresponding vehicle type $k$, the insertion operation is concerned with selecting a combination of arcs $E' = E_0 \times \cdots \times E_l$ minimizing $K_1 + \sum_{e \in E'} c_e + \beta \left[ \sum_{e \in E'} t_e - K_2 \right] +$, where $K_1$ and $K_2$ are non-negative constants such that $K_1 = f_k + \alpha \left[ \sum_{i=0}^l d_i - Q_k \right]$ and $K_2 = l - \sum_{i=0}^l d_i$.

Essentially, the problem is equivalent to a multiple choice knapsack problem which is $\mathcal{NP}$-hard (Hifi et al., 2004; Nauss, 1978). In the multiple choice knapsack problem, a set of items each with a certain weight are subdivided into $l+1$ mutually exclusive classes denoted with $E_i$, $i \in \{0, 1, 2, \ldots, l\}$, and exactly one item must be taken from each class to minimize the total cost of the items selected, subject to the constraint on the total weight. In the vehicle routing context with multigraphs, Garaix et al. (2010) introduced the problem as the Fixed Sequence Arc Selection Problem (FSASP) and proposed an exact solution method based on dynamic programming. While the dynamic programming approach can determine the insertion costs accurately, it is rather time consuming to implement in tabu search since the $\mathcal{NP}$-hard subproblem needs to be solved frequently during the search. Therefore, we propose a heuristic for the FSASP that efficiently determines the arc selection for a fixed sequence of vertices. In Section 5, we test the performance of the tabu search by using both the dynamic programming and the heuristic approach for the FSASP.

Given a fixed sequence of vertices on a particular route, the FSAS (Fixed Sequence Arc Selection) procedure (presented below) runs in polynomial time and takes into consideration that, if the arc selection is not altered after having inserted a customer, the insertion cost may not reflect the actual value of the customer sequence and may mislead the search to an undesirable direction. Notice that this is never an issue for a simple graph. See Fig. 4 for an example where the insertion of customer 2 into a vehicle route $(1, 3)$ leads to a different arc selection between vertex 0 and vertex 3 in the multigraph. No such alteration is applicable in the simple graph.

As noted, we focus on the case where the arcs have two attributes, namely travel time and travel cost (which are negatively related). We assume that none of the arcs between any two vertices are dominated by another such arc on both attributes; that is, the parallel arcs between two vertices all lie on the Pareto-optimal frontier. We consider the relative
improvement of arc $e$ compared to the current arc $\tilde{e}$, by considering the ratio $r(e) = \frac{c_e - c_{\tilde{e}}}{t_e - t_{\tilde{e}}}$. For arc $e$ with higher cost ($c_e \geq c_{\tilde{e}}$), this ratio represents the increase in cost per unit decrease in time, and is worthwhile if it is no bigger than $\beta$. If arc $e$ has lower cost than $\tilde{e}$, $r(e)$ denotes the reduction in cost per unit increase in time, and is worthwhile until the penalty exceeds the time limit, beyond which it is only worthwhile if $r(e) > \beta$.

Given the fixed vertex sequence on a route, $V = (v_0, v_1, \ldots, v_l, v_{l+1})$ and the set of arcs between the vertices, $E_i$ for $i \in \{0, 1, \ldots, l\}$, the FSAS procedure is as follows.

**FSAS (Fixed Sequence Arc Selection) Procedure**

1. **Step 1**: Determine the longest-time path. If the duration constraint is satisfied, return the longest-time path (which has the smallest cost). Otherwise, go to Step 2.
2. **Step 2**: Determine the shortest-time path. If the total duration of the shortest-time path is greater than or equal to the time limit, return the path with the following arcs: $e^* = \min_{e \in E} \{ c_e + \beta t_e \}$, $\forall i \in \{0, 1, \ldots, l\}$. Otherwise, go to Step 3.
3. **Step 3**: Start with the shortest-time path and then pick the arcs, one by one, following a predetermined order based on a ratio of cost to time difference, until the penalized objective function is no longer improving:
   (a) Denote the currently selected arc in $E_i$ as $\tilde{e}$. Let $\hat{E} = \{ \tilde{e}, \tilde{e}_2, \ldots, \tilde{e}_l \}$.
   (b) For all $i \in \{0, 1, \ldots, l\}$ and $e \in E_i \setminus \{ \tilde{e}_i \}$, determine the ratio of cost to time difference $r(e) = \frac{c_e - c_{\tilde{e}}}{t_e - t_{\tilde{e}}}$.
      Sort arcs $e \in E \setminus \hat{E}$ with $c_e < c_{\tilde{e}}$, in non-increasing order of $r(e)$. Let $\hat{E}_1$ be the sorted list.
      Sort arcs $e \in E \setminus \hat{E}$ with $c_e \geq c_{\tilde{e}}$ in non-decreasing order of $r(e)$. Let $\hat{E}_2$ be the sorted list.
   (c) Consider the arcs in $\hat{E}_1$ one by one in order. Let $\hat{e}_j = \max_{e \in \hat{E}_1} r(e)$ be in $\hat{E}_j$. Replace $\hat{e}_j$ by $\tilde{e}_j$, and remove all arcs in $E_i$ from $\hat{E}_1$, that is, let $\hat{E}_1 = \hat{E}_1 \setminus \{ \tilde{e}_j \}$.
   (d) As long as $z(\cdot)$ improves with the substitution (that is, when time limit is not exceeded or when $r(e) > \beta$), repeat from Step (c). Otherwise, go to Step (e).
   (e) Consider the arcs in $\hat{E}_2$ one by one in order. Let $\hat{e}_j = \arg \min_{e \in \hat{E}_2} r(e)$ be in $\hat{E}_j$. Replace $\hat{e}_j$ by $\tilde{e}_j$, and remove all arcs in $E_j$ from $\hat{E}_2$, that is, let $\hat{E}_2 = \hat{E}_2 \setminus \{ \tilde{e}_j \}$.
   (f) If $z(\cdot)$ does not improve with the substitution, stop. Otherwise, repeat from Step (e).

The FSAS procedure determines the arc selection for a fixed sequence of vertices after inserting a customer on a particular route. Notice that the route returned from the FSAS procedure could be infeasible with respect to time and/or capacity restrictions since infeasible solutions are allowed in the search space. For a set of $n$ vertices with at most $p$ parallel arcs between each vertex pair, the FSAS algorithm is implemented with time complexity $O(pn\log pn)$. We have presented the heuristic for the FSASP by focusing on the case with two attributes on the parallel arcs. When the arcs have multiple attributes, the subproblem that needs to be solved to determine the insertion costs in tabu search is the multiple dimensional, multiple-choice knapsack problem, which is $NP$-hard (Hifi et al., 2004; Nauss, 1978). The FSAS procedure is extendable to objectives with multiple attributes by considering the ratio of the change in cost to the weighted sum of the changes in the non-cost attributes.

### 4.1.5. Diversification/intensification

We integrate two diversification devices into the tabu search. One is employed in the construction of the neighborhood solutions where the frequently performed operations are penalized (Section 4.1.3), and the other is used during the search.
process where the penalty weights for the violation of capacity and duration constraints are dynamically adjusted for better exploration of the search space. To allow high frequency of infeasible and non-improving solutions and hence encourage diversified structure, the penalty weights are initialized to small positive numbers. In particular, we follow the papers by Cordeau et al. (2001), Ho and Gendreau (2006), and Xue et al. (2014) and set the values of the penalty weights $\alpha$ and $\beta$ to 1. The weights are adjusted during the search according to whether the solution in the next iteration satisfies the corresponding constraint: It is divided by $\delta + 1$ if there is no violation of the constraint. Otherwise, it is multiplied by $\delta + 1$, where $\delta \in \mathbb{R}^+$ is a user-defined parameter.

### 4.1.6. Search procedure

The search procedure consists of two phases. The first phase determines a good starting solution, and the second phase improves this solution by executing the main (tabu) search routine. The complete search procedure is shown in Algorithm 1 and the tabu search routine is presented in Algorithm 2.

The first phase of the procedure, given in lines 1–6 of Algorithm 1, starts by constructing an initial solution as described in Section 4.1.2. Next, this solution is improved by executing the main (tabu) search routine in Algorithm 2. The best solution visited during these iterations is recorded as a candidate for further improvement in the second phase. After repeating this process within a CPU time limit of $\rho_1$ seconds, the best solution is returned from the first phase, and the second phase starts. In the second phase (lines 7–10 of Algorithm 1), the best solution found in the first phase is improved by tabu search for $\rho_2$ CPU seconds. Unless stated otherwise, the search procedure stops when the total CPU time spent on both phases ($\rho$) reaches 60 s, and the best solution visited in the two phases is reported. The values for the user controlled algorithmic parameters in the search procedure, i.e., $I$, $\rho$, $\rho_1$, $\rho_2$, $\lambda$, $\delta$ and $\theta$ are given in Table 2.

#### Algorithm 1. Search Procedure

1: set $z^* = \infty$ and $x^*$ as an empty solution, and let $\alpha^* = 1$ and $\beta^* = 1$.
2: do
3: set $x$ as an initial solution constructed by the process in Section 4.1.2 with $\alpha = 1$ and $\beta = 1$.
4: improve solution $x$ using Tabu Search for $I$ iterations, update $\alpha$ and $\beta$ in every iteration according to the procedure in Section 4.1.5, set $x$ as the returned solution, and $\alpha$ and $\beta$ as the updated penalties.
5: if $x$ is feasible and $c(x) < z^*$ then set $x^* = x$, $z^* = c(x)$, $\alpha^* = \alpha$ and $\beta^* = \beta$.
6: while CPU time is less than $\rho_1$ seconds
7: Set $\alpha = \alpha^*$ and $\beta = \beta^*$.
8: improve solution $x$ using Tabu Search for $\rho_2$ CPU seconds, and set $x'$ as the returned solution.
9: if $x'$ is feasible and $c(x') < z^*$ then set $x^* = x'$ and $z^* = c(x')$.
10: return $x^*$.

#### Algorithm 2. Tabu Search

1: Data: initial solution $x$; parameters $\lambda$, $\delta$, $\theta$; penalty parameters $\alpha$ and $\beta$; and stopping condition.
2: if $x$ is feasible, set $z^* = c(x)$ and $x^* = x$; otherwise, set $z^* = \infty$ and $x^* = x$.
3: for all $\bar{x} \in \mathcal{N}(x)$ do
4: estimate (by using the FSAS procedure) the travel cost $c(\bar{x})$, overload $q(\bar{x})$, overtime $t(\bar{x})$, and diversification penalty $\phi(\bar{x})$.
5: while stopping condition is not satisfied do
6: select $\bar{x} \in \mathcal{N}$ that
7: $\bar{x}$ minimizes $c(\bar{x}) + \alpha q(\bar{x}) + \beta t(\bar{x}) + \phi(\bar{x})$
8: $\bar{x}$ is non-tabu or it satisfies the aspiration criteria
9: determine $c(\bar{x})$, $q(\bar{x})$ and $t(\bar{x})$ (by using Dynamic Programming)
10: set the reverse move tabu for $\theta$ iterations
11: if $\bar{x}$ is feasible and $c(\bar{x}) < z^*$ then set $x^* = \bar{x}$, $z^* = c(\bar{x})$, and perform intra-route improvement procedure on $x^*$.
12: if $\alpha$ and $\beta$ have not been updated in the last $n - 1$ iterations then
13: if $q(\bar{x}) = 0$ then set $x = x^*$; else if $x \leq c(x')$ then set $x = x + 2\delta$.
14: if $t(\bar{x}) = 0$ then set $\beta = \beta + 2\delta$; else if $\beta < c(x')$ then set $\beta = \beta + \beta\delta$.
15: else perform intra-route improvement procedure on $x$.
16: set $x = \bar{x}$
17: for all $\bar{x} \in \mathcal{N}(x)$ do
18: update $c(\bar{x}), q(\bar{x}), t(\bar{x}), \phi(\bar{x})$ (by using the FSAS procedure)
19: return $x^*$.
Lines 3–4 of the tabu search routine (Algorithm 2) show the efficient procedure that we use in exploring the neighborhood of a solution. Before we relocate a customer from its current route to another route, we evaluate all such possible moves for all customers, but we do so by estimating the insertion costs using the FSAS procedure. Only after the best move is identified (lines 7–9), do we relocate the customer to the destination route and determine the best insertion position by performing a sophisticated procedure to search for improved solutions. To this end, we use two benchmark heuristics, namely, a tabu search heuristic (TS) and a greedy heuristic (GH), which differ according to the order in which the customers are considered to be assigned to a vehicle route. For comparison purposes, we develop two versions of these heuristic methods based on the calculation of the insertion costs, one based on the FSAS procedure and the other on dynamic programming. The resulting six heuristic solution approaches are summarized in Table 3. The details of the insertion and greedy heuristics are explained in the following.

**Greedy heuristic:** In this heuristic, customers are iteratively inserted into the vehicle routes and priority is given to those that incur the least change in the objective function value, i.e., the insertion cost. This is a simple heuristic that has been used when the number of solutions in the neighborhood is very large or when evaluating a solution is time consuming, it might be worthwhile to spend less computational effort in one iteration of the tabu search. As the interest in incorporating side constraints to analyze rich variants of VRPs is increasing, such computational requirements represent a concern and hinder the application of the tabu search heuristic to many practical cases. On the other hand, methodologies such as large neighborhood search or very large scale neighborhood search often explore exponentially large and/or complex neighborhoods by use of heuristics in polynomial time (Pisinger and Ropke, 2010) or they restrict the neighborhood to a subset that can be searched efficiently. In our case, the number of neighborhood solutions for each iteration is only \( O(n^2) \); however, it is time consuming to evaluate each of these solutions since it requires solving the \( \mathcal{NP} \)-hard FSASP several times. With this in mind, we use a polynomial time heuristic (i.e., the FSAS procedure) to examine all of the solutions in the neighborhood first, and then evaluate the solution picked by the heuristic using dynamic programming. This approach prevents us from spending computational efforts in evaluating neighborhood solutions that are more likely to lead to poor solutions.

We note that the search procedure given in Algorithms 1 and 2 can be adapted to account for more than two attributes. In such a case, the penalty factor for the violation of the corresponding constraint need to be incorporated into the penalized objective function, similar to the factors \( \alpha \) and \( \beta \).

### 4.2. Benchmark heuristics

The primary solution method that we propose for the HVRP-MG is the tabu search heuristic described in Section 4.1, where the insertion costs used to examine the neighboring solutions are calculated based on the FSAS procedure (Section 4.1.4). We refer to this method as TS-FSAS. Since the FSAS procedure is a heuristic approach, it is of interest to evaluate the quality of this approximation with regard to the exact dynamic programming approach. We address this by developing a variant of the tabu search heuristic where the insertion costs are determined using dynamic programming. In particular, lines 4 and 18 of Algorithm 2 are modified such that the corresponding costs are optimally determined by solving the resulting FSASPs with dynamic programming and line 9 is removed. We refer to this modified tabu search heuristic as TS-DP.

Additionally, we test the effectiveness of the tabu search heuristic compared to simpler heuristic methods that do not perform a sophisticated procedure to search for improved solutions. To this end, we use two benchmark heuristics, namely, an insertion heuristic (IH) and a greedy heuristic (GH), which differ according to the order in which the customers are considered to be assigned to a vehicle route. For comparison purposes, we develop two versions of these heuristic methods based on the calculation of the insertion costs, one based on the FSAS procedure and the other on dynamic programming. The resulting six heuristic solution approaches are summarized in Table 3. The details of the insertion and greedy heuristics are explained in the following.

**Greedy heuristic:** In this heuristic, customers are iteratively inserted into the vehicle routes and priority is given to those that incur the least change in the objective function value, i.e., the insertion cost. This is a simple heuristic that has been used...
by Ropke and Pisinger (2006) to compare various insertion procedures in a large neighborhood search heuristic for a pickup and delivery problem. If we directly apply the heuristic to the HVRP-MG, customers would always be inserted into a non-empty vehicle (if any) due to the high dispatch cost. We avoid this bias in the initialization step of the algorithm. At the initialization, the customers and vehicles of different types are randomly ordered, and a customer is inserted to each of the first \( l \) vehicles where \( l \) is a randomly generated integer value between 1 and the total number of vehicles. Then, at each iteration, the “best” unassigned customer is inserted into the “best” vehicle route at the “best” location. This is done by comparing the minimum insertion cost of each unassigned customer, which is found by considering all routes and all locations on the routes, and selecting the one that leads to the lowest such cost. The insertion costs are determined by solving the FSASP, either by dynamic programming (GH-DP) or the FSAS heuristic procedure (GH-FSAS), and both of the penalty weights \( x \) and \( \beta \) are set to large positive numbers (i.e., 1,000,000 in our computational tests) so that feasible solutions can be encouraged. A single pass of the algorithm stops when all customers have been inserted, and the algorithm is rerun multiple times within the specified computational time limit where different randomized orders are used in initialization. The best solution resulting from these multiple passes is reported as the GH solution.

**Insertion heuristic**: In this heuristic, customers are selected at random and inserted into vehicle routes at a random order iteratively. The algorithm is initialized by following the procedure used in the GH. Next, the customers that are unassigned after the initialization are inserted one by one, following a random order, into a vehicle route at the position that minimizes the insertion cost. Similar to the GH, the insertion costs are calculated by either the dynamic programming approach (IH-DP) or the FSAS heuristic procedure (IH-FSAS), and \( x \) and \( \beta \) are set to large positive numbers to increase the likelihood of obtaining feasible solutions. We generate solutions with various randomized insertion orders and various number of customers at the initialization, and report the best solution found in the computational time limit as the IH solution.

### 5. Computational experiments

In this section, we test the performance of the tabu search heuristic and provide some managerial insights from sensitivity analyses. The computational experiments are performed on generated data that reflect the practical applications that have motivated our work and give us flexibility in constructing different scenarios for the sensitivity analysis. When selecting the values for the parameters in the experiments, we have benefited from the study by Dai and Zhou (2008), which provides detailed information and important statistics for the beer distribution industry in China.

#### 5.1. Experimental setting

In our experiments, we focus on the instances where the number of parallel arcs between every pair of vertices is two and each of these arcs represents alternative routes that are differentiated with respect to two attributes, namely, travel time and travel cost. While our solution methodology can be extended to address more general cases with multiple parallel arcs and arc attributes, we believe that our experimental setting is sufficiently rich to study the main trade-offs involved in operating with alternative routes in practice.

Table 4 shows the values of the model parameters in the base case. The distribution of customers is intended to mimic a densely populated region close to the depot and a sparsely populated remote region. For simplicity, we assume that two types of vehicles are in use and those with larger capacity have higher dispatch and travel costs per unit distance due to higher fuel costs and toll charges. That is, we consider a correlated fleet in which the fixed and variable costs grow with the vehicle capacity (Prins, 2009). This is consistent with research on per-mile costs of vans (semi-trucks or pick-ups) and trucks (e.g., Barnes and Langworthy (2003)), as well as the industry practice (Dai and Zhou, 2008). The arcs have two attributes, travel cost and travel time, which we assume are symmetric; that is, for a given vehicle type, the travel cost and time going from vertex \( i \) to vertex \( j \) are the same as those going from vertex \( j \) to vertex \( i \). With a slight change in the indexing, we denote the travel time and cost between \( i \) and \( j \) on vehicle \( k \) with \( t_{ij}^k \) and \( c_{ij}^k \), respectively. We calculate travel times with the Manhattan distance metric, which helps us to reflect road network characteristics such as those that can be found in a city or town. There are two parallel arcs between every vertex pair, representing alternative routes with respect to travel time and cost characteristics. The travel time \( t_{ij} \) and cost \( c_{ij} \) of one of these arcs are generated according to the base-case values shown in Table 4. The values of the second arc, corresponding to the faster but more costly travel option, are generated.
as follows: If a vehicle of type \( k \) travels from vertex \( i \) to vertex \( j \) at cost \( c_{ij}^{k} \) and time \( t_{ij} \), then the second arc has cost \( R_{1}c_{ij}^{k} \) and time \( R_{1}t_{ij} \) where \( R_{1} \sim \text{Uniform}[1.1,1.3] \) and \( R_{2} \sim \text{Uniform}[0.7,0.9] \).

Algorithmic parameters are tuned by using one set of instances (training set), but all approaches are evaluated by using another set of instances (test set) and no parameter tuning is done on the test set to avoid over-fitting. When evaluating the performance of different solution approaches, the same set of instances are used for a fair comparison. All of the experiments have been conducted on a desktop personal computer running Windows 7 with an Intel Core i5-4570 processor with 3.2 GHz and 4 GB of main memory. Algorithms have been implemented in C++ and compiled using Visual Studio 2013. In some of the examples, we present the numerical results using Box-and-Whisker plots, where the median value is shown with a heavy solid line within the box that is composed of the upper and lower quartiles, and the outliers beyond the minimum and maximum values are shown with circles.

### 5.2. Performance of the solution approaches

We begin by testing the quality of the heuristic solutions against the solutions obtained from the mixed-integer programming model (MIP) by using CPLEX 12.6. CPLEX solves the problem to optimality in small-sized instances (i.e., \( n \in \{14, 15, 16, 17\} \)); however, for instances with 18 or more customers, it is difficult to obtain the optimal solutions within a reasonable amount of computation time. Therefore, we use the best solutions that CPLEX provides in 2 h of CPU time as the benchmark results (i.e., MIP results) and also report the lower bounds given by CPLEX. For the small-sized problems, we generate 5 instances at each number of customers and report the average cost from these instances. For the larger-sized problems, the number of customers is selected from the set \{20, 25, 30\}. We generate 5 instances for each case and report the results individually.

Table 5 summarizes the results.\(^1\) (In this table and others, the result from the best performing method is displayed in bold.) For \( n \in \{14, 15, 16, 17\} \), the solutions found by the MIP are optimal and the TS heuristic is able to produce the optimal solutions in almost all of the instances. As the number of customers increases, the performance of the MIP worsens due to the problem size, and CPLEX is not able to find the optimal solutions within the computational time limit. In these instances, the TS heuristic produces better solutions than the MIP. In the small-sized instances where the TS is able to find the optimal solution, the GH and IH do not perform well, and although they perform better in the middle range of problem sizes, their performance deteriorates as the problem size increases. Overall, the two variants of the TS heuristic outperform the other solution methods, and the TS heuristic with the FSAS procedure performs better than the TS heuristic with the DP approach.

We now consider instances with 100 customers and compare the performance of the heuristic methods under different computational time limits. For each CPU time limit, 25 instances are generated and the average cost from these instances is reported. Table 6 shows the results. The TS-FSAS heuristic has the best performance, while the GH-DP performs the worst in most of the instances. Typically, the IH and GH generate a large number of feasible solutions quickly, but the TS-FSAS heuristic is able to find better solutions within a few seconds. The TS-DP heuristic, on the other hand, does not perform as well as the FSAS variant, especially when the time limit is restrictive because of the high computational requirements.

---

\(^1\) All of the instances and results of the computational experiments in this section are available for download at <https://psu.app.box.com/hvlp-mg>.
Next, we compare the performance of the TS-FSAS and TS-DP heuristics for varying numbers of customers. For completeness, we also report the performance of the GH and the IH. We select the number of customers between 20 and 200, at the increments of 10. For each number of customers, 25 instances are generated and the average cost is reported (Table 7). The results show that the TS-FSAS and TS-DP heuristics outperform the two variants of the GH and the IH in all instances. Consistent with the observations in Tables 5 and 6, the GH-DP provides the worst performance. In general, the performance of the IH-FSAS is slightly better than the GH-FSAS, but both heuristics perform significantly worse than the TS heuristics, especially when the problem size increases, as shown by the percentage gap values. This suggests that the less-sophisticated solution methods, i.e., the GH and the IH, are not expected to perform well for the practical cases of the HVRP-MG and the development of a more complex meta-heuristic such as the proposed tabu search is justified. Moreover, we observe that the TS heuristic provides better quality solutions when the FSAS procedure is used for calculating the insertion costs instead of the DP approach. In general, the FSAS procedure is quite effective in guiding the search process in the right direction; furthermore, it is computationally more efficient in exploring the search space than DP. In view of these findings, we select the TS-FSAS as the main heuristic method to conduct further analysis in the next section.

Before we proceed, we evaluate the performance of the TS-FSAS heuristic by comparing its results with the best-known solutions on some benchmark instances. For this purpose, we take the problem data provided in Golden et al. (1984) and use the best-known solutions for the HVRPs as reported by Li et al. (2007) and Prins (2009). In these instances, the number of customers ranges from 50 to 100 and the number of vehicles ranges from 3 to 6, while the fixed costs and service times are assumed zero and no route duration limit exists. For consistency, we apply our algorithm by setting an arbitrarily large duration limit so that the time constraint is negligible. Since the prior works have focused on a simple graph structure, we slightly modify the algorithm given in Section 4.1.6, which has been developed to address parallel arcs. In particular, the FSAS procedure is not performed in the simple graph as the sequence of vertices will automatically determine the arcs in

---

### Table 5
Performance of the GH, IH, and the TS heuristic with respect to the MIP and MIP Lower Bound.

<table>
<thead>
<tr>
<th># of customers</th>
<th>MIP</th>
<th>MIP LB</th>
<th>GH-DP</th>
<th>GH-FSAS</th>
<th>IH-DP</th>
<th>IH-FSAS</th>
<th>TS-DP</th>
<th>TS-FSAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>538.69</td>
<td>538.69</td>
<td>638.17</td>
<td>638.17</td>
<td>638.44</td>
<td>538.69</td>
<td>538.69</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>493.30</td>
<td>493.30</td>
<td>576.48</td>
<td>576.48</td>
<td>576.48</td>
<td>493.62</td>
<td>493.62</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>526.33</td>
<td>526.33</td>
<td>526.33</td>
<td>526.33</td>
<td>526.33</td>
<td>527.38</td>
<td>526.33</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>799.49</td>
<td>769.06</td>
<td>802.39</td>
<td>801.21</td>
<td>802.80</td>
<td>799.49</td>
<td>799.49</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>798.27</td>
<td>798.03</td>
<td>803.65</td>
<td>798.91</td>
<td>798.91</td>
<td>798.27</td>
<td>798.27</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>791.52</td>
<td>796.82</td>
<td>799.79</td>
<td>794.46</td>
<td>799.01</td>
<td>793.86</td>
<td>791.52</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1092.93</td>
<td>860.18</td>
<td>1015.48</td>
<td>1004.36</td>
<td>999.75</td>
<td>998.56</td>
<td>994.04</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1084.19</td>
<td>866.62</td>
<td>1014.22</td>
<td>997.90</td>
<td>1010.23</td>
<td>992.45</td>
<td>1028.37</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>1039.27</td>
<td>851.51</td>
<td>1032.79</td>
<td>996.00</td>
<td>1006.98</td>
<td>998.71</td>
<td>987.82</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>1063.57</td>
<td>847.45</td>
<td>988.28</td>
<td>988.40</td>
<td>988.28</td>
<td>975.54</td>
<td>973.41</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>1071.02</td>
<td>844.05</td>
<td>1015.88</td>
<td>987.19</td>
<td>985.61</td>
<td>970.37</td>
<td>970.37</td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>1080.25</td>
<td>840.48</td>
<td>1152.92</td>
<td>1086.13</td>
<td>1118.60</td>
<td>1073.54</td>
<td>1024.68</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>1067.44</td>
<td>828.53</td>
<td>1115.41</td>
<td>1089.22</td>
<td>1077.00</td>
<td>1020.78</td>
<td>1011.45</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>1042.68</td>
<td>838.93</td>
<td>1023.33</td>
<td>1050.24</td>
<td>1023.33</td>
<td>1013.10</td>
<td>994.05</td>
<td></td>
</tr>
<tr>
<td>75</td>
<td>1052.63</td>
<td>815.15</td>
<td>1120.51</td>
<td>1080.85</td>
<td>1116.05</td>
<td>1054.22</td>
<td>1017.40</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>1244.49</td>
<td>852.17</td>
<td>1111.78</td>
<td>1081.34</td>
<td>1075.23</td>
<td>1027.72</td>
<td>1026.28</td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td>738.99</td>
<td>667.74</td>
<td>759.11</td>
<td>752.60</td>
<td>753.03</td>
<td>747.25</td>
<td>716.12</td>
<td></td>
</tr>
</tbody>
</table>

The result from the best performing method is displayed in bold.

### Table 6
Performance under different computational time limits.

<table>
<thead>
<tr>
<th>CPU time (s)</th>
<th>GH-DP</th>
<th>GH-FSAS</th>
<th>IH-DP</th>
<th>IH-FSAS</th>
<th>TS-DP</th>
<th>TS-FSAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.00</td>
<td>4296.51</td>
<td>3922.57</td>
<td>4007.82</td>
<td>3687.54</td>
<td>3095.86</td>
<td>2853.62</td>
</tr>
<tr>
<td>20.00</td>
<td>4212.59</td>
<td>3865.69</td>
<td>3965.96</td>
<td>3649.25</td>
<td>3016.89</td>
<td>2773.61</td>
</tr>
<tr>
<td>30.00</td>
<td>4165.74</td>
<td>3814.44</td>
<td>3923.83</td>
<td>3638.30</td>
<td>2971.29</td>
<td>2794.39</td>
</tr>
<tr>
<td>40.00</td>
<td>4135.80</td>
<td>3803.77</td>
<td>3911.03</td>
<td>3620.16</td>
<td>2945.89</td>
<td>2790.38</td>
</tr>
<tr>
<td>50.00</td>
<td>4116.99</td>
<td>3800.02</td>
<td>3908.93</td>
<td>3616.92</td>
<td>2940.54</td>
<td>2786.40</td>
</tr>
<tr>
<td>60.00</td>
<td>4103.43</td>
<td>3792.38</td>
<td>3903.75</td>
<td>3611.08</td>
<td>2921.82</td>
<td>2781.57</td>
</tr>
<tr>
<td>70.00</td>
<td>4095.91</td>
<td>3783.82</td>
<td>3894.85</td>
<td>3605.90</td>
<td>2916.56</td>
<td>2781.62</td>
</tr>
<tr>
<td>80.00</td>
<td>4091.23</td>
<td>3775.28</td>
<td>3894.19</td>
<td>3605.49</td>
<td>2881.92</td>
<td>2778.21</td>
</tr>
<tr>
<td>90.00</td>
<td>4091.23</td>
<td>3775.28</td>
<td>3894.19</td>
<td>3605.49</td>
<td>2881.92</td>
<td>2778.21</td>
</tr>
<tr>
<td>100.00</td>
<td>4083.15</td>
<td>3767.05</td>
<td>3886.93</td>
<td>3590.47</td>
<td>2863.78</td>
<td>2776.62</td>
</tr>
<tr>
<td>200.00</td>
<td>4060.87</td>
<td>3716.34</td>
<td>3845.42</td>
<td>3556.15</td>
<td>2846.04</td>
<td>2749.33</td>
</tr>
</tbody>
</table>

The result from the best performing method is displayed in bold.

a CPU Time is in seconds.
other values tested in the experiments are 35%, 50%, 65%, 80%. See Fig. 5 for an example illustration of the customer locations.

In practice, road networks present alternative ways (routes) of travel from one location to another with respect to attributes such as cost and time. When VRPs are studied on simple graphs, some of these attributes are omitted in constructing the graph since only one link is assumed between each pair of nodes. By incorporating alternative routes through a multi-graph structure, these attributes can be explicitly considered via multiple links between nodes and potentially generate a route. As can be seen from the results in Table 8, the solutions found by our tabu search heuristic are within 1.6% of the best-known results. Our focus in this paper is on developing a solution method for the time-constrained HVRP on a multi-graph, i.e., one that addresses the parallel arc structure through procedures such as FSAS; therefore, we devote our further efforts to provide insights about the use and benefits of parallel arcs in forming vehicle routes.

5.3. Sensitivity analysis and managerial insights

We next perform sensitivity analyses to generate managerial insights. To address realistic settings, we consider instances with 100 customers under various test scenarios. We solve all instances by using the tabu search heuristic summarized in Algorithms 1 and 2, i.e., TS-FSAS, and select the values of the algorithmic parameters according to Table 2. In the base case, when the effect of one parameter is tested, other parameters are kept at their base-case values. In Section 5.3.2, we illustrate the gains due to the alternative routes, and in Section 5.3.3, we provide further insight on the effect of customer distribution.

5.3.1. Effects of route duration limit, vehicle capacities, and customer distribution on transportation costs

We test the values of \( L \), the route duration limit, from 200 to 300 in increments of 10 units. The base-case values of the vehicle capacities are denoted with a ratio of 1, and the other scenarios are generated by varying this ratio within the set \{0.6, 0.7, 0.8, 0.9, 1\}, e.g., the ratio 0.6 implies 40% lower capacities than the base case. To obtain different distribution of customers, we vary the percentage of customers located in the remote region. This percentage is 20% in the base case, and the other values tested in the experiments are 35%, 50%, 65%, 80%. See Fig. 5 for an example illustration of the customer locations at different parameter values. For each specific combination of parameter values, we test 10 instances.

Fig. 6 shows the total cost of transportation including the dispatch and travel costs (i.e., the solution value) for the tested scenarios. The results illustrate the usual trade-off between transportation costs and customer service. As the route duration limit increases, it is possible to reduce transportation costs; however this comes at the expense of customer service, approximated by the total lead time to fulfill all customer orders. At the restricted values of the duration limit, the presence of parallel arcs helps firms to improve customer service by enabling the construction of routes within the specified duration limit. The figures also show that some cost savings are obtained due to economies of scale when the vehicles have larger capacities or due to reduced travel costs when only a small percentage of customers are located far from the depot. These characteristics are often difficult to control by an operating firm, therefore it is important that a balance is sought between the targeted lead time and transportation costs.

5.3.2. Gains due to the consideration of alternative routes

In practice, road networks present alternative ways (routes) of travel from one location to another with respect to attributes such as cost and time. When VRPs are studied on simple graphs, some of these attributes are omitted in constructing the graph since only one link is assumed between each pair of nodes. By incorporating alternative routes through a multi-graph structure, these attributes can be explicitly considered via multiple links between nodes and potentially generate
some benefits such as cost savings and flexibility in distribution planning. Garaix et al. (2010) have quantified such benefits in an on-demand transportation problem. In this section, we investigate the potential benefits for an HVRP and identify circumstances under which significant gains can be generated by considering alternative routes.

Fig. 7 illustrates the transportation cost savings when alternative routes are considered. We calculate the cost savings as the percentage change between the total transportation cost of a simple graph, containing only the set of less-costly and longer-duration arcs and that of a multigraph with both sets of arcs, i.e., $S - C_M / C_0 \times 100\%$, where $S$ and $M$ respectively represents the total cost in the simple graph and multigraph.

The average amount of savings in transportation costs is around 5%, which is a significant value in distribution planning. The savings are more pronounced when the route duration limit is at lower values or when the vehicle capacity is large. When the time limit is more restrictive, the set of more-costly arcs that facilitate faster travel are selected more often and therefore their impact in generating savings is greater. At larger capacity values, a higher number of customers can be served in each trip and the vehicle routes can be further extended by utilizing the parallel arcs, which leads to larger savings mainly in dispatch costs. Furthermore, it is sometimes not only desirable but is necessary to consider alternative routes in distribution planning, especially when products have to be delivered within a short due date. For example, if we do not allow the parallel arcs and set the duration limit to a value less than 250, no feasible solution could be found in some of the instances. Parallel arcs enable the construction of vehicle trips within time limitations.

The savings are realized through two intertwined factors. One is the ability to construct more cost effective routes and the other is the ability to reduce the required fleet size. As we have seen in Section 1, the more costly but faster arcs facilitate...
extended routes and lead to reduced total traveling costs. In some cases, e.g., when the route duration limit is restricted, such arrangements can decrease the number of vehicle dispatches required and hence reduce the total fixed costs. We illustrate in Fig. 8 that it is possible to achieve savings from both of these factors, and the savings could be dominated by one of the two depending on the problem parameters. For example, as the fixed dispatch cost increases, more of the savings from parallel arcs are attributable to reduced dispatch costs.

Fig. 9 illustrates the utilization of parallel arcs in the routes of small and large capacity vehicles. We measure the utilization with a percentage, which is given by the ratio of the total number of more costly arcs traveled by a vehicle type on all trips to the total number of arcs traversed by the same vehicle type. The results show that the percentage of more costly arcs is higher in the routes of small capacity vehicles, implying that these vehicles tend to utilize the parallel arc structure more heavily. As the route duration limit becomes less restrictive, the percentage decreases steadily since the need for faster routes is reduced. This explains why large cost savings are observed for low duration limits, as we have seen in Figs. 7 and 8.

Figs. 7 and 9 show that the transportation cost savings are generated mainly by utilizing the more costly arcs in the routes of the small capacity vehicles and that the large capacity vehicles tend to avoid the more costly arcs. It is worthwhile to take a deeper look into the reasons behind this observation. To this end, we consider the customer distribution and the assignment of customers to vehicle types. Fig. 10 shows the percentage of remote customers served by the small capacity vehicles at different values of the route duration limit and vehicle capacity. The percentage is measured by the ratio of the number of remote customers visited by the small capacity vehicles to the total number of remote customers. In Fig. 11, we illustrate the time utilization in the routes of small and large capacity vehicles, where the utilization is measured by the ratio of total travel time to the route duration limit. We observe that most of the remote customers are served by the small capacity vehicles. Only when the duration limit is restrictive or the vehicle capacity is limited, a few customers in the remote region are served by the large capacity vehicles. At the same time, the small capacity vehicles tend to travel longer distances to serve the customers in the more remote regions, while the large capacity vehicles travel shorter distances to serve the customers nearby. Therefore, the trade-off between travel cost and time is more critical for the small capacity vehicles, and consequently, the consideration of alternative routes is more useful for this type of vehicles.

5.3.3. Further analysis on customer distribution

We perform further analysis on the impact of customer distribution over the network. By varying the percentage of customers located in the remote region, we can obtain different customer distributions, corresponding to, for example, uniformly or largely densely (sparsely) populated networks.

Fig. 7. Transportation cost savings due to parallel arcs.

Fig. 8. Savings due to reduced traveling and dispatch costs.
In the experiments, we illustrate the percentage of remote customers served by the small capacity vehicles and the percentage of the more costly arcs in the routes of these vehicles. In addition, we show the time and capacity utilization with respect to different vehicle types. The capacity utilization is measured in a similar way to the time utilization, i.e., it is the ratio of total load delivered by the vehicle to its available capacity.

Figs. 9–14 summarize the findings. When more customers are located in the remote region, the small capacity vehicles tend to utilize a larger percentage of the more costly arcs, i.e., faster links, in order to serve a higher number of remote customers within the route duration limit. In fact, even when customers are uniformly distributed, the small capacity vehicles serve more than 80% of the customers in the remote region. Furthermore, the small capacity vehicles tend to have higher...
time and capacity utilization than the large capacity vehicles. Given that the large vehicles are more costly, this suggests that the operating firm can achieve cost advantages and efficient use of resources by adapting their fleet size to have more of the smaller vehicles and by dispatching them to deliver the demand requests of the remotely-located customers.

6. Concluding remarks

Vehicle routing has been a central component in the operation of logistics and distribution systems. When determining the routes of a fleet of vehicles, decision makers may need to consider multiple criteria such as operational cost and customer service. For example, while the primary objective could be to minimize the total transportation cost, delivery time and frequency could be other important considerations. In the related literature, those criteria are often addressed by developing minimum-cost vehicle routes under time or distance constraints. These models can be used to understand the trade-off between the different criteria, depending on which decision makers can modify and customize vehicle trips. Another flexibility is related with the alternative paths of travel between the locations on the network. For example, vehicles can travel from an origin point to a destination point on a road network by following alternative routes of travel, e.g., faster travel at a higher cost or a longer distance. To consider the multiple attributes of these links in the solution space, it is necessary to expand the network representation of a vehicle routing problem by introducing parallel arcs between the vertices, which leads to a multigraph structure.

In this paper, we adopt the idea of alternative route consideration and study a time-constrained heterogeneous vehicle routing problem on a multigraph. We provide a mathematical formulation of the problem and develop a tabu search heuristic as the main solution approach. The presence of parallel arcs introduces computational challenges in exploring the neighborhood of a given solution, because, decisions regarding arc selection must be made in each iteration in addition to the assignment of a customer to a route. To this end, we propose a polynomial-time heuristic procedure for arc selection (FSAS) that helps us to search the neighborhood efficiently. By using instances with two parallel arcs and two attributes on each arc, we perform a numerical analysis and show that the proposed solution method is very effective in solving the problem. The tested instances illustrate the impact of alternative route consideration and also reveal some insights for the operation of the distribution system.

Our results suggest that considerable savings in transportation costs can be obtained by utilizing the alternative route structure, especially when the items must be delivered to customers in a restricted duration limit. This arises because the multigraph structure enables solutions that take advantage of the multiple attributes of the arcs, for example, an arc with a higher travel cost but a shorter travel time can be added to a vehicle route and this might reduce the need for additional vehicle dispatches. As practices such as just-in-time delivery and supply chain integration are putting pressure on firms to commit to quick deliveries, alternative routes can be utilized to gain benefits in transportation costs and flexibility. We also find that the parallel arc structure makes the highest impact on cost savings when the vehicles with smaller capacity are
dispatched to serve the customers in remote locations and the vehicles with larger capacity are utilized to serve customers nearby at a minimum cost. Overall, our model and numerical findings can be useful in developing effective dispatch policies for freight operators. For example, firms can generate higher savings in transportation costs and provide better customer service if they dispatch smaller capacity vehicles to serve more of the remote customers as these vehicles tend to take advantage of the alternative routes under restricted route duration limits.

Our work has some limitations, which suggest possible directions for future research. First, we have tested our proposed solution methodology on instances with two parallel arcs between vertex pairs and two attributes associated with these arcs. While the two attributes are likely to reasonably address most trade-offs such as in travel time and cost, a future study could focus on implementing the tabu search algorithm to handle the more general case of multiple arc attributes. We note that the tabu search and the FSAS procedure that we have developed are extendable to such a general case. In another line of research, the case in which not all parallel arcs are available for each vehicle type could be investigated, which necessitates modification on the design of our tabu search algorithm. Since we consider route duration constraints in the presence of service and traveling times, it would also be worthwhile to study the effect of time windows at customer locations. In such a setting, interesting insights about the gains due to parallel arcs can be generated by allowing multiple routes for each vehicle. For example, while the longer duration limits reduce the traveling costs because the less costly arcs are used more frequently (e.g., Fig. 7), the shorter duration limits can enable a vehicle to execute multiple routes and hence reduce the costs. In the presence of time windows it would be interesting to investigate which of the two mechanisms will dominate. Finally, although we have designed our numerical experiments by considering guidelines from practice, it would be interesting to test the developed policies by using real data. In such a study, additional aspects of distribution operations such as delays and changing customer requests could be considered to dynamically design the vehicle routes.
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