Abstract—Recent advances in acoustic navigation methods are enabling extended autonomous underwater vehicles’ (AUVs) mission time while maintaining their XY position error within appropriate limits. Furthermore, while advances in inertial sensor technology are drastically lowering the size, power consumption, and cost of these sensors, these sensors remain noisy and accurate error over time. This paper builds on the research and recent developments in single beacon one-way-travel-time acoustic navigation and investigates the degree of bounding position error for small AUVs with a minimal navigation strapdown sensor suite, relying on a consumer grade microelectromechanical system inertial measurement unit (IMU) and a vehicle’s dynamic model velocity. An implementation of an extended Kalman filter that includes IMU bias estimation and coupled with a range filter is obtained in the field on two types of AUVs. Results from these field trials in controlled environments and ocean show that the reported navigation solution possesses an accuracy comparable to existing methods.

Index Terms—Autonomous underwater vehicle (AUV), Kalman filter, microelectromechanical systems (MEMS) inertial measurement unit (IMU), navigation, one-way travel time (OWTT).

I. INTRODUCTION

Progress in underwater robotic systems continues to expand our observational capabilities in the ocean in a variety of domains including in the oceanographic research and military communities. Navigation is an area of particular focus in the underwater robotics community as the rapid attenuation of radio frequency signals in water precludes using the global positioning system (GPS) on submerged robots—thus, alternative methods must be used [1], [2]. Strapdown navigation techniques, such as inertial navigation systems (INSs) and Doppler velocity logs (DVLs) (e.g., [3]–[5]) are used on many robots; however, these methods still require aiding from external navigation sensors that provide absolute position estimates. Acoustic methods, such as long baseline (LBL) [6] and ultrashort baseline (USBL) [7], provide aiding for deeply submerged robots; however, each possesses unique infrastructure constraints. Furthermore, these solutions scale poorly to multiple autonomous underwater vehicles (AUV) operations because the update rate must be divided by the number of available vehicles. The necessity for multiple AUV operations is motivated by a growing number of observational challenges that require simultaneous coordinated surveying from multiple ocean robots—examples include sampling of nested heterogeneous ocean processes [8], autonomous hydrothermal exploration [9], [10], and characterization of biological and evolutionary hotspots in remote ocean regions [11]. Work over the past decade in one-way travel time (OWTT) (e.g., [12]–[18]) has developed acoustic methods that scale to these emerging operational needs; however, OWTT methods require an independent source of odometry, such as DVLs (which cost $20 000–$40 000) or, as reported in [19] and [20], estimates of an independent source of odometry, such as inertial navigation systems (INSs) and Doppler velocity logs (DVLs) (e.g., [3]–[5]).
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in OWTT and inertial navigation. Section II presents the models used in our EKF formulation. Our experimental configuration is reported in Section III. Sections IV and V present experimental results. Section VI provides concluding remarks.

A. Background

1) Acoustic TOF Navigation: GPS provides land, air, and sea surface robots with highly accurate and absolute position measurements; thus enabling highly accurate navigation solutions. However, for robots operating underwater, the lack of GPS signals poses unique challenges. AUVs typically navigate by means of various sensors to compute a dead-reckoned (DR) odometry [1], [2]. However, without external aiding, position error grows unbounded over time.

AUVs can surface periodically to obtain GPS measurements; thus updating position estimates and reducing its error. However, periodic surfacing limits the energy consumption efficiency (thus reducing its overall mission time) and inhibits covert missions needed for military applications, and, for deep-diving AUVs, periodic surfacing requires they leave the areas of interest. One such solution for providing absolute position measurements while the vehicle remains submerged is acoustic TOF navigation. LBL navigation [6], in which an AUV triangulates its position to fixed surveyed acoustic transponders, requires time-consuming surveys (with the attendant expensive ship time) while limiting the mission coverage area. USBL navigation [7] is an alternative method that does not require to fixed transponders on the ocean bottom, but it still requires the ship, with its expensive operational time, to remain on station and precludes conducting simultaneous missions in different areas. Additionally, fusing USBL position data with the AUV’s on-board navigation solution requires the ship to transmit the USBL position via acoustic packets to the AUV, which often results in latency [22].

Advances in single-beacon acoustic navigation over the past decade present an alternative means for bounding XY navigation error (the Z degree of freedom is of less concern as depth is measured by pressure depth sensors). In this method, a surface beacon, which has access to the GPS, transmits its position to a submerged vehicle in an acoustic packet. Highly accurate and synchronized clocks (a chip-scale atomic clock (CSAC) or a temperature-compensated crystal oscillator coupled with a pulse-per-second clock) [23], [24] on both the beacon and the receiving vehicle accurately measure the acoustic packet’s OWTT TOF. From this TOF calculation, a range between the surface beacon and the vehicle is determined using measurements of the water column’s sound velocity, and this range is used to constrain the AUV’s position estimate; thus bounding its XY position error. Many successful experimental results using single-beacon OWTT range measurements over the past decade prove this capability of bounding position error [12]–[18]. More recently, a moving short baseline navigation solution that incorporated two transducers on the surface beacon made use of OWTT range constraints [25]. For this method, when the AUVs are distant from the surface ship, the two surface beacons act as a single beacon providing OWTT range measurements. However, when the AUVs are near the surface beacon, navigation and localization improve due to the two transponders. These results incorporate a variety of state estimation algorithms, primarily consisting of position displacement odometry determined by a DVL, which is constrained by the OWTT range measurements. The major advantage for single-beacon OWTT navigation, in addition to constraining submerged XY position, is the ability to deploy multiple vehicles that each simultaneously receive position data acoustic packets from the same surface beacon, and hence, the position update rate for each vehicle remains constant.

Observability is important with range-only measurement methods. Since a range measurement only provides a constraint and not an absolute position measurement, only certain AUV trajectories are observable. Previous work proved that a system is observable by analysis of the Fisher information matrix [26]. Others proved trajectories are observable except those that are straight line segments passing through the origin (i.e., the beacon) [27], [28]. Other developments include a belief space planning algorithm to optimize trajectories of a team of AUVs to enhance observability and thus make the navigation solutions from these intervehicle ranges more accurate [29].

With the success of using OWTT range measurements from a single beacon to constrain XY position error, multiple vehicle navigation algorithms are using OWTT intervehicle range measurements to further constrain error. The main challenge in using intervehicle ranges for position estimates is overconfidence in the solution. Prior work in this area includes development of an algorithm in which the broadcasting vehicles share their pose and covariance estimates. This information is then used in a filter on a receiving vehicle to ensure conservative covariance estimates by preventing the use of measurements from the same origin more than once [30]. Another approach is an algorithm that computes odometry factors from the transmitting vehicle to prevent overconfidence in the receiving vehicle’s solution based on intervehicle range measurements [31].

2) IMU Navigation: IMUs most commonly contain three orthogonal accelerometers, gyroscopes, and magnetometers that, respectively, measure linear acceleration, angular rates, and magnetic field strength. Thus, IMUs serve as a navigation sensor to determine a vehicle’s attitude as well as serve as an odometry input by integrating the linear accelerations to obtain velocity and position. While reductions in size, power consumption, and cost of MEMS IMUs are occurring, their higher sensor noise levels and inaccuracy make them insufficient for many navigation applications compared to other high-end INS. For example, compared to a commercial grade INS (that costs on the order of tens of thousands of dollars, power consumption on the order of tens of watts, exhibits a drift of 0.001–1°/h for a fiber optic gyroscope, and 0.001–1 mg of acceleration bias for a pendulum accelerometer), an MEMS IMU gyroscope drifts greater than 60°/h, and its accelerometer exhibits 0.01–1 mg of bias [32], but it only costs on the order of tens of dollars and consumes power on the order of tens of milliwatts.

Many methods and algorithms reduce the errors of MEMS IMUs to make them suitable for underwater vehicle navigation. One such method is assessing an IMU’s error statistics and then determining how best to select an IMU for a particular application [33]. Other methods consist of an EKF to estimate attitude in a quaternion representation with depth measurements for improving accuracy [34]. Further, double integration of IMU
linear accelerations provide a measurement for odometry in a navigation solution. A fused Kalman filter consisting of the GPS as well as IMU linear accelerations showed acceptable accuracy of a remotely operated vehicle but only consisted of a trial run of 10 s [35]. Better results of IMU accelerations as an odometry input are provided by an online EKF that fused IMU sensor measurements and GPS speed-over-ground measurements on a terrain vehicle that resulted in a root-mean-square (RMS) error of 17.4 m over a distance traveled of approximately 8.75 km in 51 min [36]. Additionally, in simulation, a combined translational and attitude observer, that used an IMU for both attitude and odometry, fused with DVL speed measurements resulted in an RMS position error of 0.5 m over 250 s of mission time [37].

Due to higher noise levels, bias errors, and drift errors from the accelerometers and gyroscopes, the double integration of the linear accelerations can lead to quite large position errors over time [38]. Since bias errors are known to drift over time, continuously updating and subtracting this bias error from a measurement can improve performance. Three angular-rate-aided estimators [39] improved bias estimation over previous methods of the TWOSTEP [40] and the attitude-independent EKF [41]. Others have improved performance by using an EKF to estimate bias and scale factor errors for both accelerometers and gyroscopes after a calibration procedure [42]. Finally, a first-order Gauss–Markov (GM) process, used to model bias estimation in a Kalman filter, showed convergence within 60 s for the gyroscopes and within 1 s for the accelerometers [43].

B. Contribution

This paper builds upon the research in single-beacon OWTT acoustic navigation and MEMS IMUs for measurements to determine AUV odometry and attitude. Using the high sample rate of IMU measurements coupled with a vehicle’s dynamic model velocity (based on propeller turn count) for speed measurements, this paper proposes an EKF, including accelerometer bias estimation and a coupled range filter (referred to herein as the IMU EKF), that produces position errors comparable to current standard navigation solutions. The main advantage to this approach is that a common inertial navigation strapdown sensor suite, notably a DVL, is not required; thus reducing size and cost and removing the operational area restriction of where DVL bottom lock is available—typically 30–300 m from the seafloor. Additionally, this paper shows that a coupled range filter is necessary to ensure that unreliable range measurements (due to environment variability, poor beacon state estimation, or hardware defects) are not processed by the IMU EKF. Field data from three different controlled-environment experiments in local waters and one open ocean experiment are presented proving this concept with a comparison of different navigation solutions.

This paper builds on the results from a previous work [21]. In that paper, we discussed a basic derivation of the IMU EKF navigation solution including the derivation of a complementary filter for estimating attitude used in this paper. Additionally, we reported the initial field tests of implementing this method with results of average position error on the order of tens of meters with distances traveled of approximately 2 km. In this paper, we build on these results and contribute the following:

1) a theoretical derivation of the navigation solution model incorporating an EKF with acceleration bias estimation;
2) addition of a coupled range filter to the IMU EKF with theoretical derivation and experimental analysis;
3) analysis on navigation accuracy based on the effect of bias estimation and the number of transmitting beacons;
4) new field results with a Bluefin Robotics SandShark, Quincy, MA, USA, micro-AUV (μAUV) and Iver2 AUVs in controlled local water environments as well as an open ocean experiment.

II. Navigation Model

The Kalman filter [44] is a seminal state estimator used in many navigation solutions. Its wide use and applicability in this field are the reasons for choosing the EKF [45], a nonlinear variant of the Kalman filter, to serve as the state estimator in this paper.

The Kalman filter estimates a state by propagating a linear system’s state perturbed by Gaussian white noise and infers updates to the state by related measurements also perturbed by Gaussian white noise [46] as seen in the following equations:

\[
\dot{x}(t) = Ax(t) + Dw(t) \tag{1}
\]

and

\[
z(t) = Hx(t) + v(t). \tag{2}
\]

In (1) and (2), \(x(t)\) is the system’s state vector, \(A\) is the system transition matrix, \(D\) is the noise coefficient matrix, \(z(t)\) is the measurement, and \(H\) is the state-to-measurement mapping matrix. The system process noise \(w(t)\) and measurement noise \(v(t)\) are considered zero-mean Gaussian white noise such that

\[
w(t) \sim \mathcal{N}(0, Q_i), \quad v(t) \sim \mathcal{N}(0, R)
\]

where \(Q_i\) is defined as the process-noise variance matrix and \(R\) is the measurement noise variance matrix.

An overview block diagram of this IMU EKF implementation on the AUVs is displayed in Fig. 1. This block diagram shows all the different measurements and processes that are incorporated in this navigation model, which builds upon the navigation model presented in the previous work [21].

A. Plant Model

Since the OWTT range measurements are nonlinear, the Kalman filter variant used is an EKF, in which the nonlinear processes and/or measurements are linearized by a first-order Taylor series expansion and evaluated at the state’s value for that time step.

The vehicle’s state vector \(x_v\) is defined as follows:

\[
x_v = [x, y, u, v, a_x, a_y, b_x, b_y]^T \tag{3}
\]

where each \([x, y]\) pair is the vehicle’s \(XY\) position in the world frame (i.e., positive \(x\) is east, positive \(y\) is north, and positive \(z\) is up), each \([u, v]\) pair is the vehicle’s \(XY\) velocities in the world.
frame, and each \( \{a_x, a_y\} \) pair is the vehicle’s XY linear accelerations in the world frame. The \( \{b_x, b_y\} \) elements are the respective XY acceleration bias terms in the world frame. Since attitude and depth are adequately instrumented, the 3-dimensional parameters can be accurately measured and estimated. Thus, the 3-D OWTT range is projected into the horizontal plane, and only the XY position, velocity, acceleration, and biases are estimated. The system model used for this EKF is a continuous Wiener process constant acceleration model [47] combined with an accelerometer bias model, and this model is used for the same reasons discussed in the prior results [21]. The system transition matrix \( \mathbf{A} \) and the noise coefficient vector \( \mathbf{D} \) from (1) are defined as follows:

\[
\mathbf{A} = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{bmatrix}
\]

and

\[
\mathbf{D} = [0 0 0 0 1 1 0 0]^T.
\]

A first-order GM process is used to model the accelerometer bias as a random process. This model captures the slowly time-varying accelerometer bias because of its bounded uncertainty characteristic [43], [48], [49]. In discrete time, the bias \( \mathbf{b} \) is written as follows:

\[
\mathbf{b}_k = e^{-\frac{dt}{T_c}} \mathbf{b}_{k-1} + \mathbf{w}_{b,k}
\]

where \( dt \) is the sampling period, \( T_c \) is the correlation time constant, and \( \mathbf{w}_{b,k} \) is zero-mean bias process white noise with variance. \( \sigma_{w,b}^2 \) with a tunable parameter \( \sigma_b^2 \) is given as follows:

\[
\sigma_{w,b}^2 = \sigma_b^2 (1 - e^{-\frac{dt}{T_c}}).
\]

After a normal discretization of the state-transition matrix \( \mathbf{A} \), the discrete-time GM process model in (6) for the bias terms are substituted in the appropriate elements of the discrete system transition matrix \( \mathbf{F} \) resulting in

\[
\mathbf{F} = e^{\mathbf{A} dt} = \begin{bmatrix}
1 & 0 & dt & 0 & \frac{1}{2}dt^2 & 0 & -\frac{1}{2}dt^2 & 0 \\
0 & 1 & 0 & dt & 0 & \frac{1}{2}dt^2 & 0 & -\frac{1}{2}dt^2 \\
0 & 0 & 1 & 0 & dt & 0 & -dt & 0 \\
0 & 0 & 0 & 1 & dt & 0 & -dt & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & e^{-\frac{dt}{T_c}} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & e^{-\frac{dt}{T_c}} & 0 \\
\end{bmatrix}
\]

To derive the discrete-time process noise matrix \( \mathbf{Q} \), the discrete-time process noise \( \mathbf{v}(k) \) is determined as follows [47]:

\[
\mathbf{v}(k) = \int_0^{dt} e^{\mathbf{A} (dt - \tau)} \mathbf{D} \mathbf{w}(k dt + \tau) d\tau.
\]

Initially, for the derivation, the transition matrix \( \mathbf{A} \) and the noise coefficient vector \( \mathbf{D} \) are based on the 2-D constant acceleration model only—i.e., this matrix and this vector do not contain the acceleration bias terms. Hence, their dimensions are 6 x 6 and 6 x 1, respectively. The following discrete-time plant process noise covariance matrix \( \mathbf{Q} \) with gain parameter \( \bar{q} \) is then derived:

\[
\mathbf{Q} = E [\mathbf{v}(k) \mathbf{v}(k)^T] = \int_0^{dt} \begin{bmatrix}
\frac{1}{2} (dt - \tau)^2 \\
\frac{1}{2} (dt - \tau)^2 \\
\frac{1}{2} (dt - \tau)^2 \\
\frac{1}{2} (dt - \tau)^2 \\
\frac{1}{2} (dt - \tau)^2 \\
\end{bmatrix} q d\tau.
\]

To include the acceleration bias terms, \( \mathbf{Q} \) defined in (10) is expanded from 6 x 6 to 8 x 8 to include the discrete-time GM noise variance \( \sigma_{w,b}^2 \), and assuming that position, velocity, and acceleration in the different \( x \) and \( y \) dimensions are not correlated, and bias is not correlated with any other parameter, \( \mathbf{Q} \) reduces to the following:

\[
\begin{align*}
&\begin{bmatrix}
\frac{1}{20} dt^5 & \frac{1}{8} dt^4 & \frac{1}{6} dt^3 & \frac{1}{6} dt^2 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{20} dt^4 & \frac{1}{8} dt^3 & \frac{1}{6} dt^2 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{8} dt^3 & \frac{1}{6} dt^2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{6} dt^2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{6} dt^2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{6} dt^2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{6} dt^2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{6} dt^2 \\
\end{bmatrix} \\
&= \begin{bmatrix}
\sigma_{w,b}^2 \\
\sigma_{w,b}^2 \\
\sigma_{w,b}^2 \\
\sigma_{w,b}^2 \\
\sigma_{w,b}^2 \\
\sigma_{w,b}^2 \\
\sigma_{w,b}^2 \\
\sigma_{w,b}^2 \\
\end{bmatrix}
\end{align*}
\]
B. Observation Models

The velocity, linear acceleration, and bias observation measurements are linear. Conversely, the OWTT range measurement is nonlinear; thus the measurement (2) becomes

$$z(t) = h(x(t)) + v(t)$$  \hspace{1cm} (12)

where $h(x(t))$ is the nonlinear range function, discussed in more detail in Section II-B1. In discrete time, the measurement model becomes

$$z_k = H_k x_k + \tilde{v}_k.$$  \hspace{1cm} (13)

The measurement variable $z_k$ represents the type of measurement (i.e., velocity, linear acceleration, bias observation, or OWTT range) for a particular time step $k$. As shown in (13), the observation noise $\tilde{v}_k$ is zero-mean Gaussian white noise such that

$$\tilde{v}_k \sim \mathcal{N}(O, R_k).$$  \hspace{1cm} (14)

For the measurement variance noise matrix $R_k$, the matrix is diagonal with the respective measurement (dynamic model velocity, acceleration, bias, or range) variance values

$$R_{vel} = \begin{bmatrix} \sigma_{vel}^2 & 0 \\ 0 & \sigma_{vel}^2 \end{bmatrix}$$  \hspace{1cm} (15)

$$R_{acc} = \begin{bmatrix} \sigma_{acc}^2 & 0 \\ 0 & \sigma_{acc}^2 \end{bmatrix}$$  \hspace{1cm} (16)

$$R_{bias} = \begin{bmatrix} \sigma_{bias}^2 & 0 \\ 0 & \sigma_{bias}^2 \end{bmatrix}$$  \hspace{1cm} (17)

and

$$R_{rng} = \begin{bmatrix} \sigma_{rng}^2 \end{bmatrix}. \hspace{1cm} (18)$$

Since the vehicle’s DVL and IMUs are adequately defined and calibrated, modeling their noise characteristics as zero-mean Gaussian noise is acceptable. However, acoustic range measurements are often not characteristic of zero-mean Gaussian noise because of such factors as multipath propagation and varying sound-velocity profiles. To minimize the error in the filter’s estimate using the zero-mean Gaussian observation noise assumption, large standard deviation values (see Tables II and IV) were used as the $\sigma_{rng}$ values in the IMU EKF. This method was proven successful in a previous work [18].

1) Range Measurement and Augmentation: To process an OWTT range measurement, the vehicle’s state vector and covariance matrix must be augmented with the transmitting beacon’s position and time information. This process resembles the process presented in the previous work [21] and is summarized here for ease of reference.

The vehicle’s state vector is augmented with the transmitting beacon’s position $[x_b, y_b]^T$ such that

$$x_{aug} = [x, y, u, v, \alpha_x, \alpha_y, b_x, b_y, x_b, y_b]^T.$$  \hspace{1cm} (19)

Similar to the naively distributed EKF (NEKF) [15], the $P$ matrix is augmented with the transmitting beacon’s position uncertainty values in the following manner:

$$P_{aug} = \begin{bmatrix} P_v & 0 & 0 \\ 0 & \sigma_{beacon}^2 & 0 \\ 0 & 0 & \sigma_{beacon}^2 \end{bmatrix}$$  \hspace{1cm} (20)

where $P_v$ is the vehicle’s predicted $8 \times 8$ covariance matrix at time $k$ of the range measurement. Different from the NEKF, $\sigma_{beacon}^2$ is the sum of the $X$ and $Y$ position variances of the transmitting beacon; thus making this method more conservative than the true NEKF method, which uses the individual $X$ and $Y$ position variance values. Additionally, similar to the NEKF, correlation between the submersed platforms is prevented since the platforms receive range measurements from a GPS-localized beacon. Using the sum of the $X$ and $Y$ position variances and receiving ranges from a GPS-localized beacon aid in minimizing the potential for overconfident solutions. For the surface beacon, the GPS uncertainty is transmitted as a single value, which is used as the value of $\sigma_{beacon}$.

The state-to-measurement mapping matrix for an acoustic range $H_{rng}$ is determined following the augmentation process. The OWTT range model is based upon the model presented in previous field experiments [18] such that the range between the beacon at time of launch (TOL) and the vehicle at time of arrival (TOA) is modeled in vector form with a time-invariant noise $v_{rng}$ as the following:

$$z_{rng} = (x^T M^T M x)^{1/2} + v_{rng}$$  \hspace{1cm} (21)

where

$$M = [J_v - J_b], \hspace{1cm} v_{rng} \sim \mathcal{N}(0, R_{rng})$$  \hspace{1cm} (22)

$$J_v = [I_{2x2} \ 0_{2x6}]$$ \hspace{1cm} (23)

and

$$J_b = [I_{2x2}].$$  \hspace{1cm} (24)

$J_v$ and $J_b$ are defined to capture the pose information of the vehicle and the beacon at TOA and TOL, respectively. With the nonlinearity in the range (21), a Jacobian matrix of this equation, evaluated at the vehicle’s augmented predicted state becomes

$$H_{rng} = \begin{bmatrix} \frac{\partial z_{rng}}{\partial x} \bigg|_{x = \hat{x}_{aug}} \end{bmatrix} = \begin{bmatrix} (\hat{x}_{aug})^T (M^T) (M) (\hat{x}_{aug}) \end{bmatrix}^{-1/2} \times (\hat{x}_{aug})^T (M^T) (M).$$  \hspace{1cm} (25)

With each $H_{rng}$ matrix, the Kalman filter measurement update equations (noted in the “Measurement/Update” block in Fig. 1) are processed, and the vehicle’s state and covariance matrix is updated with this OWTT range measurement.

C. Coupled Range Filter

The IMU EKF is coupled with a range filter to prevent processing a range measurement that results in an unstable state estimate. A faulty range can result from poor clock synchronization between the transmitter and the receiver or from acoustic environmental variability. A small amount of drift on either clock can change the TOL or TOA of the acoustic packet and
OWTT range measurement from any beacon. After determining its previous state estimated position and time from the last due to an inaccurate beacon’s state estimate. The IMU EKF prevent processing a receiving vehicle’s updated state estimate acceptance gate (analogous to a velocity filter) is applied to limitations based on environment or equipment. Examples include geographic constraints or known acoustic range update equations are not processed. The maximum operating range value, the range is discarded and the measurement from processing the measurement update equations on a faulty maximum operating range filter, which prevents the IMU EKF from processing a faulty range measurement.

These two processes are a maximum operating range filter and a state-acceptance gate, both summarized in Algorithm 1.

The first decision point of the coupled range filter is the subsequent updated state estimate can be unreliable if the transmitting beacon’s state, as encoded in the acoustic packet, is inaccurate. The Jacobian OWTT range state-to-measurement mapping matrix \( H_{\text{og}} \) [see (25)] uses the transmitting beacon’s state in its calculation, and this matrix is then used to update the receiving vehicle’s state with the innovation. Therefore, any inaccuracy in the transmitting beacon’s state estimate can easily contribute to an error in the receiving vehicle’s state estimate as soon as the OWTT range is processed. To address these issues, the coupled range filter in the IMU EKF uses two different processes to prevent the IMU EKF from processing a faulty range measurement. These two processes are a maximum operating range filter and a state-acceptance gate, both summarized in Algorithm 1.

The first decision point of the coupled range filter is the maximum operating range filter, which prevents the IMU EKF from processing the measurement update equations on a faulty range. Simply, if the OWTT range is greater than the set maximum range value, the range is discarded and the measurement update equations are not processed. The maximum operating range value can be determined in a variety of methods. Examples include geographic constraints or known acoustic range limitations based on environment or equipment.

After the vehicle’s updated state is determined, a state-acceptance gate (analogous to a velocity filter) is applied to prevent processing a receiving vehicle’s updated state estimate due to an inaccurate beacon’s state estimate. The IMU EKF tracks its previous state estimated position and time from the last OWTT range measurement from any beacon. After determining the updated state, the IMU EKF calculates a distance from the vehicle’s state position at the time of the last range measurement to the current vehicle’s updated state position. This distance is then divided by the time since the last OWTT range update. This calculation results in a speed, which is then compared to a predetermined speed value. If the calculated speed is less than this predetermined value, the updated state is processed and an acceleration bias measurement is determined. If the calculated speed is greater than the predetermined speed value, the updated state estimate is disregarded and the vehicle’s predicted state is propagated forward. Equations (26) and (27) show the speed calculation, where \( x \) and \( y \) are the vehicle’s estimated position coordinates in the world frame and \( k \) and \( t \) are the current time and last range update time, respectively

\[
\sqrt{(x_k - x_t)^2 + (y_k - y_t)^2} \lt \frac{\text{predetermined speed value}}{\Delta t}
\]  

\[
\Delta t = k - t.
\]  

This predetermined speed value used can be determined by the vehicle’s maximum rated speed or the mission’s maximum commanded speed with a deviation. For example, if the mission’s commanded speed is 1.3 m/s and the vehicle is using its DVL for speed measurements, the speed value for the state-acceptance gate could be set to 1.5 m/s, which provides a 15% deviation to allow for any variability in the DVL measurements.

### III. EXPERIMENTAL CONFIGURATION

#### A. Vehicles

OceanServer Technology, Inc., Fall River, MA, USA, Iver2 vehicles and a Bluefin Robotics SandShark \( \mu \text{AUV} \) were used during the field trials for this research. Details of these three platforms are discussed further in Sections III-A1 and III-A2.

1) OceanServer Technology, Inc., Iver2 AUV: Two Iver2 AUVs [50], Iver-106 and Iver-136, were deployed for three field trials during the course of this work. These two vehicles on board the \( \text{RV Shana Rae} \) for the “Satellites to the Ocean Floor” research project [8] along with their configuration layout are featured in Fig. 2. Details of their configuration are discussed in the previous work [21], and this configuration remained the same for all additional field experiments discussed in this paper unless explicitly described otherwise.

Throughout the field trials, these vehicles used a dynamic model velocity as a speed measurement for their navigation solutions. To determine these values, a series of speed trials were conducted to determine the correlation between vehicle speed-over-ground and propeller motor speed. These results were used to build a motor-speed table, which was used on board the vehicle as well as the MATLAB implementations of the IMU EKF (see Section III-C).

2) Bluefin Robotics SandShark \( \mu \text{AUV} \): The Bluefin Robotics SandShark used in these field experiments was a small low-cost \( \mu \text{AUV} \) that has been configured with a payload suitable for acoustic navigation [52]. Specifically, this vehicle was equipped with a 9-DOF MEMS IMU collocated on an Android phone.

---

**Algorithm 1:** IMU EKF Coupled Range Filter Applied to OWTT Range Measurements.

1: \textbf{while} Processing IMU EKF \textbf{do}  
2: \hspace{1em} if Receive OWTT Range measurement then  
3: \hspace{2em} Process maximum operating range filter:  
4: \hspace{3em} if OWTT Range < maximum operating range then  
5: \hspace{4em} Process range measurement in EKF measurement update step  
6: \hspace{2em} else  
7: \hspace{3em} Use predicted state.  
8: \hspace{2em} end if  
9: \hspace{1em} Process state-acceptance gate by (26)  
10: \hspace{1em} if Updated state passes acceptance gate then  
11: \hspace{2em} Use updated state and continue processing IMU EKF  
12: \hspace{2em} else  
13: \hspace{3em} Use predicted state.  
14: \hspace{2em} end if  
15: \hspace{1em} end if  
16: \textbf{end while}
device computer board, an altimeter, a depth sensor, an acoustic micromodem, and a GPS receiver. A unique payload configuration for this particular SandShark was the tetrahedral hydrophone array used for its acoustic communications (ACOMMS), as shown in Fig. 3. The SandShark also used a dynamic model velocity as a speed measurement for all of its navigation solutions. Like the Iver2 vehicles, the SandShark’s dynamic model velocity directly correlated to its propeller motor speed. However, instead of conducting separate speed trials to determine this correlation, values given by the manufacturer were used in these experiments.

B. Acoustic Communications (ACOMMS)

1) Iver2 AUVs Communications: Both the topside node and the submerged nodes for the Iver2 vehicles operated the same ACOMMS software on their own Ubuntu Linux computers. This ACOMMS network is similar to the one used in previous successful field results [16], and the configuration used in this research is identical to the one presented in the prior work [21]. As discussed in the previous paper, the time synchronization error between the nodes is critical for the accuracy of the OWTT range measurements. The drift between the node’s NTP servers was observed to be less than 1 ms and did not drift beyond this error throughout the experiments. Thus, for an assumed sound velocity of 1500 m/s, the resulting range error was less than 1.5 m.

2) SandShark μAUV ACOMMS: The original intent of this SandShark configuration with the tetrahedral array was for inverted USBL OWTT navigation [53], [54]. However, for the purpose of this work, this platform used the tetrahedral array for OWTT range measurements. Each of the four elements of the acoustic array processed a range estimate by a matched filtering process, and these resulting ranges were the raw measurements sent to the IMU EKF. Because each element processed a range, the median of these four ranges was used as the range measurement in the IMU EKF. The SandShark used a Microsemi, Aliso Viejo, CA, USA, SA.45 CSAC for precision time keeping and synchronization [23], [55].

A topside acoustic source was lowered dockside in the Charles River during these experiments. This source transducer was synchronized with a GPS pulse per second (PPS) signal and transmitted its GPS location and TOL, which was then decoded by the SandShark. During these experiments, the topside source transmitted a frequency of 1 Hz.

C. IMU EKF Implementation

During the field experiments for this research, the lightweight communications and marshalling [56] system for the Iver2 vehicles and a similar system on the SandShark vehicle recorded data from all the various sensors. Using MATLAB, the IMU EKF navigation method (described in detail in Section II) processed the time-sequential data from the field experiments. The results from this implementation of the IMU EKF in MATLAB are those used for analysis in this paper.

IV. LOCAL WATERS FIELD RESULTS

A series of trials were conducted to validate the IMU EKF navigation solution. These trials consisted of different platforms, distinct acoustic environments, and diverse mission trajectories and configurations to present performance summaries with experimental diversity. The first three experiments were conducted in controlled environments of local waters, and the last
TABLE I
NAVIGATION SOLUTION DESCRIPTION SUMMARY

<table>
<thead>
<tr>
<th>Solution Type</th>
<th>Description</th>
<th>Inputs</th>
<th>Field Trial Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMU EKF</td>
<td>Constant acceleration model,</td>
<td>Linear accelerations,</td>
<td>Ashumet Pond 2016</td>
</tr>
<tr>
<td></td>
<td>Includes bias estimation,</td>
<td>Dynamic Model Velocity or DVL,</td>
<td>Charles River 2016</td>
</tr>
<tr>
<td></td>
<td>Includes coupled range filter</td>
<td>TOF range measurements</td>
<td>Ashumet Pond 2017</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Monterey Bay 2016</td>
</tr>
<tr>
<td>DR EKF</td>
<td>Constant acceleration model,</td>
<td>Linear accelerations,</td>
<td>Ashumet Pond 2016</td>
</tr>
<tr>
<td></td>
<td>No bias estimation</td>
<td>Dynamic Model Velocity or DVL</td>
<td>Charles River 2016</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ashumet Pond 2017</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Monterey Bay 2016</td>
</tr>
<tr>
<td>CL EKF (Iver2)</td>
<td>Constant velocity model,</td>
<td>Dynamic Model Velocity or DVL,</td>
<td>Ashumet Pond 2016</td>
</tr>
<tr>
<td></td>
<td>No range filtering</td>
<td>TOF range measurements</td>
<td>Ashumet Pond 2017</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GPS (Ashumet Pond 2017 only)</td>
<td>Monterey Bay 2016</td>
</tr>
<tr>
<td>SS CL (SandShark)</td>
<td>Model-velocity aided dead-reckoned,</td>
<td>Model-velocity,</td>
<td>Charles River 2016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GPS</td>
<td></td>
</tr>
</tbody>
</table>

The first analysis of the October 2016 Iver2 field experiments provides results from an open ocean environment (discussed in Section V).

The analysis of this field data builds upon our prior work [21]. The dynamic model velocity aided IMU EKF produced an average error of 10.26 m for Iver-106 and 12.95 m for Iver-136 over distances traveled of 1.73 and 1.91 km, respectively. The analysis herein investigates the effect on the navigation accuracy of the bias estimation and the number of beacons serving to provide the OWTT range measurements. For reference, the IMU EKF parameter values for the Iver2 vehicles are noted in Table II.

In postprocessing, the IMU EKF solution was renavigated with the different combinations of bias estimation and numbers of beacons available for OWTT range measurements. The dynamic model velocity was used for the speed measurement in all of these scenarios. All the parameters given in Table II remained the same for these renavigated solutions except the process noise gain \( \tilde{q} \), which is equal to 100 instead of 1.0 for both Iver-106 and Iver-136 for those scenarios consisting either of a single beacon or the absence of bias estimation. A summary of the average error results for both Iver-106 and Iver-136 is presented in Table III. In this table, “Y” indicates that the bias estimator or both beacons were used in the solution. Conversely, “N” indicates that the bias estimator was not used or only the topside beacon was used for the OWTT range measurements.

As the results in Table III show that both the bias estimator and the use of the other vehicle serving as a beacon aided in reducing the overall position error by significant margins. For Iver-106, with both beacons present, the bias estimator included in the IMU EKF improved the solution by 23.1%. Without the bias estimator, including the other vehicle as beacon improved
the solution by only 3.8%, which is considered insignificant and within the uncertainty of the experiment. With only the surface beacon present, the bias estimator did not improve the average error, but the average error increase was less than 1 m, which is considered minimal. However, the largest improvement of 26.9% was made by including the additional beacon when bias estimation was present.

For Iver-136, similar results were observed. Bias estimation improved the solution by 27.3% with both beacons present. Unlike Iver-106, without bias estimation present and with the additional beacon, performance decreased, but the average error increased by less than 1 m and is considered within the experimental uncertainty. Additionally, unlike Iver-106, with a single beacon, bias estimation lowered the error by 16.6%. Nonetheless, similar to Iver-106, the addition of another beacon improved the solution by 9.2% with bias estimation present. Overall, the additional beacon had less of an influence on solution improvement than did the presence of bias estimation, but the combination of the two contributed an overall accuracy improvement. Because of these results, analysis of the subsequent field trials all include bias estimation and, when available, multiple beacons.

B. Charles River 2016

A Bluefin Robotics, Inc., SandShark µAUV was deployed for a field trial on the Charles River on October 17, 2016 for the Massachusetts Institute of Technology (MIT) Laboratory for Acoustic Marine Sensing Systems, Cambridge, MA, USA. The main purpose for using this field data was to assess the accuracy of the IMU EKF on a different platform, acoustic environment, and mission trajectory. Additionally, this experiment demonstrates the importance and necessity of the coupled range filter to the IMU EKF to preserve solution accuracy.

The vehicle’s CL navigation solution used during this field trial was a dynamic model velocity based DR solution (referred to as SS CL); it used GPS measurements but did not incorporate any OWTT range measurements. Both the IMU EKF and DR EKF implementations on this field data used a dynamic model velocity for speed measurements, but neither of these solutions used the GPS. The IMU EKF did process the OWTT measurements from the topside beacon, but the DR EKF did not process these measurements nor did it incorporate any bias estimation.

The IMU EKF implemented herein on the SandShark is the same as presented in Section IV-A for the Iver2 AUVs except that this IMU EKF processed a median range from the four ranges acquired by the tetrahedral array, as described in Section III-B2. The parameter values for the SandShark IMU EKF are summarized in Table IV.

The SandShark µAUV was deployed from a dock on the Charles River. The vehicle’s navigation solution was initialized on the dock, and the vehicle was then hand carried to the water where it was immediately submerged for its mission. The vehicle followed a lawnmower pattern trajectory with a mission time of 15.85 min, a submerged commanded depth of 2 m, and a commanded speed of 1 m/s except when on the surface. The vehicle surfaced twice during the mission: once at approximately 9 min into the mission and then at mission completion. During both of these surfacing periods, the vehicle’s commanded speed was 0 m/s and it processed GPS position fixes during both periods. The topside beacon transmitted acoustic packets at a frequency of 1 Hz and the vehicle experienced 28.50% acoustic packet loss over the course of its mission.

Due to the high frequency of range measurements from the topside beacon, the highly reflective acoustic environment of the Charles River, and the self-occlusion effect on the matched filtering process [54], numerous inaccurate ranges were observed by the tetrahedral array on the vehicle. The blue points in Fig. 4 indicate these erroneous raw ranges.

Without the coupled range filter, with the IMU EKF processing all the received raw OWTT ranges, the solution produced an unstable trajectory. Conversely, by incorporating the coupled
range filter with the parameter values shown in Table IV, significant improvement was observed in the vehicle’s XY trajectory. Of the total 686 OWTT raw ranges from the topside beacon, 26 ranges were removed by the max operating range filter and 62 ranges were removed by the state-acceptance gate. Fig. 4 shows the IMU EKF processed OWTT ranges against the received raw OWTT ranges. As this figure shows, the coupled range filter prevented a majority of the erroneous ranges from being processed by the IMU EKF.

By processing the OWTT ranges given by the coupled range filter, as presented in Fig. 4, a more stable trajectory resulted, as shown in Fig. 5, which shows the IMU EKF (blue), the DR EKF (red), and the CL SS (gold) navigation solutions. As illustrated, the IMU EKF is the solution that most closely matches the GPS fixes (purple) when the vehicle surfaces at the mission’s midpoint and endpoint.

The source of ground truth for this field data was the GPS position fixes during the two surfacing periods in the mission. Fig. 6 displays the time-series error of the three navigation solutions compared to the GPS position, and the IMU EKF exhibited an average error of 12.23 m, which was the smallest error of all three solutions for the SandShark. Average errors from GPS positions for the other solutions are summarized in Table V. To provide a more accurate comparison, points after the SS CL solution accepted GPS position fixes are removed from the error calculation for the average value shown in the table.
C. Ashumet Pond 2017

A third field trial with the Iver2 AUVs was conducted on Ashumet Pond in April 2017 to assess the reliability of the IMU EKF with the coupled range filter in a multiple vehicle mission trajectory that resembled current real-world AUV applications of a lawnmower-type pattern with periodic surfacings. Thus, this experiment consisted of submerged legs that were longer in length and time than those of the previous trials. The periodic surfacing periods provided the truth positions from the GPS to determine position error for the navigation solutions.

These field trials used the same vehicles with identical configurations as discussed in the field results from October 2016 along with the same surface skiff to serve as the topside beacon. Additionally, the ACOMMS network between the vehicles and the topside beacon was identical to the experiment conducted in October 2016. Both Iver-106 and Iver-136 commenced their missions simultaneously, but the initial mission on Iver-106 unexpectedly ended, which necessitated troubleshooting on Iver-106 during the first 2000 s of the overall mission. Hence, in this analysis, the mission for Iver-106 started approximately 2000 s after Iver-136. However, during this troubleshooting window, Iver-106 did transmit several acoustic packets to Iver-136. These packets were received and processed by Iver-136, and those acoustic ranges are presented in this analysis.

This analysis presents three different navigation solutions: the IMU EKF, the CL EKF, and the DR EKF. For Iver-106, the CL EKF used its DVL for speed measurements as well as the GPS. However, because the vehicle’s depth sensor did not properly zero when the vehicle surfaced, GPS fixes were not incorporated into the CL EKF starting at $t = 3313$ s. Iver-136, on the other hand, used a vehicle dynamic model velocity for its CL EKF’s speed measurement and incorporated all GPS fixes throughout its mission. The DR EKF used the same data measurements as the IMU EKF but did not incorporate any of the OWTT ranges nor the bias estimation.

The CL EKF did not incorporate any additional filtering on the TOF range measurements, so it was susceptible to faulty ranges due to poor clock synchronization, acoustic environment, or poor position state estimates provided by the transmitting beacon. Fig. 7 shows the CL EKF trajectory summaries for both Iver-106 and Iver-136, and these plots clearly demonstrate how the absence of additional range filtering can adversely affect the accuracy of the navigation solution. In Sections IV-C1 and IV-C2, each vehicle is analyzed individually with a focus on the effectiveness of the coupled range filter to the IMU EKF’s accuracy in a multivehicle navigation scenario.

1) Iver-106 Performance:

In this analysis, the IMU EKF was implemented with both the vehicle’s dynamic model velocity and its DVL as the speed measurement. Additionally, due to battery replacement of Iver-106, the previous calibration for the Pololu, Las Vegas, NV, USA, IMU magnetometer was inaccurate; thus the manufacturer MEMS compass provided the attitude measurements. Due to the incorporation of the coupled range filter and the manufacturer compass in this implementation, the velocity standard deviation $\sigma_{vel}$ and the frequency of the IMU EKF $dt$ for the IMU EKF required different values. The parameters given in Table II remained the same except those identified in Table VI.

As given in Table VI, the maximum speed value for the state-acceptance gate is different for the dynamic model velocity and DVL-aided IMU EKFs. Since the commanded speed for the
mission was 1.03 m/s, the maximum speed was set at 1.29 m/s providing a 25% conservative boundary for inaccurate dynamic model velocity speed measurements. For the DVL-aided IMU EKF, 2.06 m/s was used because the DVL provides a more accurate speed measurement with a higher variability, and 2.06 m/s is the maximum rated speed of the vehicle.

The trajectory summaries for the IMU EKF using both the vehicle dynamic model velocity and the DVL are shown in Fig. 8 and the error summaries are shown in Fig. 9. As the plots show, the IMU EKF tracks closely with the GPS measurements throughout the mission for both types of speed measurements. Both types of solutions are comparable in accuracy, but, as expected, the DVL-aided IMU EKF lowered the position uncertainty by a factor of approximately 2. As the plots show, especially in Fig. 8(b) with the direct comparison of the DVL-aided CL EKF, these two IMU EKF solutions do not exhibit the same erratic behavior of the CL EKF. Both solutions show true vehicle movement to the North as evident by the GPS fix at position (490, 225). With this more accurate trajectory, both of the IMU EKF errors are considerably less than the CL EKF error, especially at time \( t = 5000 \) s when the vehicle drove north.

Another representation summarizing the performance of the IMU EKF with the coupled range filter is a time-series plot of the individual \( X \) and \( Y \) position estimates for both the IMU EKF and CL EKF compared to the GPS fixes, as shown in Fig. 10. This plot displays the DVL-aided IMU EKF to provide a better comparison with the DVL-aided CL EKF. As shown, the erroneous behavior from the CL EKF (red) from 4700 to 5200 s was replaced by a more constant trajectory exhibited by the IMU EKF (green) during the same time period without the eccentric position estimate jumps of approximately 800 m and 500 m at time \( t = 4700 \) and \( t = 5100 \) s, respectively. As previously noted on the depth sensor issue, the CL EKF did not incorporate GPS fixes after time \( t = 3313 \) s; thus this solution did not process the GPS fix at position (490, 225) \( t = 5000 \) s. However, the coupled range filter prevented the IMU EKF from processing the poor OWTT range measurements and produced an accurate estimated trajectory that matches the GPS points.

2) Iver-136 Performance: In contrast to the field trials conducted during October 2016, the DVL on Iver-136 was operational for this field experiment. Although the dynamic model velocity was fused into the CL EKF, the DVL remained available for the IMU EKF. Therefore, the implementation of the IMU-EKF for Iver-136 used both a dynamic model velocity and its DVL. All of the parameter values for the IMU EKF given in Table II remain the same for this implementation except those identified in Table VII. Other experimental speed trials identified that the vehicle reaches a maximum speed of 1.54 m/s instead of its designed rated speed of 2.06 m/s. For this reason, a maximum speed value of 1.54 m/s was used for the coupled range filter.
Fig. 8. Iver-106 IMU EKF trajectory plot. The IMU EKF solution (green) and the DR EKF (magenta) plotted against the associated GPS position fixes (blue) for comparison. The DVL-aided CL EKF (red) is plotted for comparison purposes only with the DVL-aided solutions. (a) IMU EKF and DR EKF with the vehicle dynamic model velocity used as its speed measurement. (b) IMU EKF and DR EKF with the DVL used as the speed measurement. Note the difference in the scales between the plots due to the lack of range filtering on the CL EKF solution.

Fig. 9. Iver-106 IMU EKF error summary. (a) IMU EKF error with dynamic model velocity. (b) IMU EKF error with DVL. These plots contain the IMU EKF error (black), its average error (brown), and its associated $1\sigma$ (blue) and $2\sigma$ (red) uncertainty lines. Note the difference in scales between the two plots; thus showing the DVL-aided solution provided a more accurate estimate.
Fig. 10. Iver-106 XY position time-series summary. Position X (bottom) and Y (top) time-series plots of the IMU EKF (green) plotted with the CL EKF (red) and associated GPS position fixes (blue). These plots show the necessity of the coupled range filter to remove the erratic behavior displayed by the CL EKF.

The trajectory summaries for the Iver-136 IMU EKF, using both the dynamic model velocity and the DVL, are displayed in Fig. 11, and the error summaries are shown in Fig. 12. Fig. 11(a) contains the dynamic model velocity aided CL EKF solution for direct comparison purposes. As this plot clearly shows that the erratic behavior exhibited by the CL EKF is clearly removed in the IMU EKF solution. Further analysis of the XY position time-series plot (see Fig. 13) also supports the coupled range filter enhancing solution accuracy by replacing the erratic behavior of the CL EKF at \( t = 1000 \) s and \( t = 4500-5000 \) s with a smooth stable solution.

The IMU EKF observed its maximum error of approximately 150 m in the first 300 s of the mission during the troubleshooting window of Iver-106. This issue occurred both in the dynamic model velocity aided and DVL-aided scenarios. Iver-136 received and processed a range of 716.1 m at time \( t = 286.7 \) s, from Iver-106 when its state was not accurate, which resulted in a position shift of Iver-136 to the north to approximate position \((500, 300)\), as shown in Fig. 11. The coupled range filter did not prevent this range from being processed because the time and position of the last update used in the range filter algorithm were the initialization points to the GPS at position \((500, -25)\) at time \( t = 0 \). A speed of 0.88 m/s was necessary to trip the state-acceptance gate equation to prevent the IMU EKF from processing this range. Due to this initial offset, the position estimates remained to the east of the GPS fixes on the first southern leg [from positions \((800, 200)\) to \((725, -190)\)], but the IMU EKF later converged to the GPS points at approximately 1100 s for both the dynamic model velocity aided and DVL-aided IMU EKF and remained mostly below the \(2\sigma\) uncertainty curves for the remaining of the mission. The CL EKF did not experience this same issue because it was in constant receipt of the GPS during the first 300 s and therefore was not affected by the poor state estimate from Iver-106.

Table VIII shows the average errors from the GPS for all of the navigation solutions for both Iver-106 and Iver-136. To provide a better comparison, the error values after the CL solution for Iver-136 were corrected by the GPS measurements have been removed. As the table shows, the model velocity aided IMU EKF is competitive with the other methods.

The three field trials presented in Section IV provide an extensive analysis of the IMU EKF with the coupled range filter by using three different vehicles executing three different mission trajectories in two different locations. Compared to other navigation methods presented in this paper, the IMU EKF is a competitive alternative to the current approaches.

V. MONTEREY BAY, CALIFORNIA FIELD TRIAL RESULTS

Field data from the 2016 Keck Institute for Space Studies, Pasadena, CA, USA, “Satellites to the Ocean Floor,” research field program [8] served as a final implementation of the IMU EKF. As part of this field program, Iver-136 conducted a mission in Monterey Bay, CA, USA (see Fig. 14), and data gathered during this mission provide the analysis for this paper. Since

<table>
<thead>
<tr>
<th>Solution</th>
<th>DVL-Aided</th>
<th>Model Velocity-Aided</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMU EKF</td>
<td>11.93 m</td>
<td>12.32 m</td>
</tr>
<tr>
<td>CL EKF</td>
<td>12.87 m</td>
<td>N/A</td>
</tr>
<tr>
<td>DR EKF</td>
<td>283.89 m</td>
<td>257.45 m</td>
</tr>
<tr>
<td>Distance Traveled</td>
<td>5.28 km</td>
<td>5.28 km</td>
</tr>
</tbody>
</table>

(a) IVER-106

<table>
<thead>
<tr>
<th>Solution</th>
<th>DVL-Aided</th>
<th>Model Velocity-Aided</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMU EKF</td>
<td>24.57 m</td>
<td>32.25 m</td>
</tr>
<tr>
<td>CL EKF</td>
<td>N/A</td>
<td>52.86 m</td>
</tr>
<tr>
<td>DR EKF</td>
<td>143.19 m</td>
<td>190.09 m</td>
</tr>
<tr>
<td>Distance Traveled</td>
<td>6.91 km</td>
<td>6.91 km</td>
</tr>
</tbody>
</table>

(b) IVER-136
Fig. 11. Iver-136 IMU EKF trajectory summary. (a) IMU EKF with the vehicle dynamic model velocity used as its speed measurement. (b) IMU EKF with the DVL used as the speed measurement. The IMU EKF solution (green) and the DR EKF (magenta) plotted against the associated GPS position fixes (blue) for comparison. (a) is plotted with the CL EKF (red) for a direct comparison. Note the difference in the scales between the plots due to the lack of range filtering on the CL EKF solution.

Fig. 12. Iver-136 IMU EKF error summary. (a) IMU EKF error with model velocity as the speed measurement. (b) IMU EKF error with DVL used as the speed measurement. The plots contain the IMU EKF error (black), its average error (brown), and its associated $1\sigma$ (blue) and $2\sigma$ (red) uncertainty lines.
Since ocean currents are prevalent in Monterey Bay, the addition of a velocity bias estimator similar to one used in a previous work [20] was added to this IMU EKF implementation to improve the accuracy of the model velocity input. In the previous work, as well as other work involving underwater gliders operating in the Arctic Ocean [19], the state updates from the OWTT range measurements provided a means of calculating a water velocity measurement. This water velocity measurement is then processed in a coupled Kalman filter to the navigation state estimator that produces an updated velocity bias. The model velocity measurement incorporates this bias; thus updating it with ocean currents and making it more accurate.

A. Trajectory Summary

During this field survey, Iver-136 operated in a half-bow-tie type trajectory, as shown in Fig. 15. This plot shows three solutions for comparison (IMU EKF, DR EKF, and the CL EKF) along with GPS points during the surfacings in the mission. Data were trimmed to the time line of the vehicle’s deployment. Since this mission involved a single beacon deployed from the support vessel (and similar to the analysis in Section IV-A), all of the parameters identified in Table II remained the same except the
process noise gain factor $\tilde{q}$ was set to 100 versus 1.0. Unlike the previous experiments, the CL EKF solution did not incorporate any OWTT range measurements, but it did process the GPS and used the vehicle’s dynamic model velocity for its speed estimation. Also, similar to the implementation on Iver-136 in the previous work [21], the IMU EKF in this implementation used a more accurate model velocity than the one used for the CL EKF.

B. Performance Analysis

The total mission time was approximately 103 min with a total distance of 6.1 km traveled. Like the Ashumet Pond trials, the surface beacon was set to transmit at a frequency of once every 60 s ($\sim 0.02$ Hz). However, Iver-136 only received a total of 49 acoustic packets, equating to an acoustic loss of approximately 52%. Reasons for the high loss rate were due to the R/V Shana Rae repositioning during the mission as well as high background noise from its engines; thus lowering the signal-to-noise ratio of the transmitted packets. Nonetheless, since Iver-136 experienced such a high loss rate of its OWTT measurements, the vehicle accrued significantly more error compared to the previous results discussed in Sections IV-A and IV-C.

Fig. 16 shows the error with respect to the GPS position fixes for the various navigation solutions. As shown, because of the high acoustic loss rate, the IMU EKF experienced an average error of approximately 141 m. However, this plot does show the significant effect of the velocity bias estimator. The IMU EKF that incorporated the velocity bias estimator (light blue) outperforms the IMU EKF solution without it (red) by approximately 30%, particularly from $t = 4000$ s to the end of the mission. Additionally, when the IMU EKF processed GPS (gold), it exhibited a better position reset offset as compared to the CL EKF (purple). Particularly, at $t = 5667$ s, the IMU EKF had a position reset of approximately 200 m less than the CL EKF. Likewise, at $t = 7770$ s, the IMU EKF experienced a position reset of approximately 250 m less than the CL EKF.

Overall, the IMU EKF method presents a better alternative to the CL EKF solution.

VI. CONCLUSION

The main goal of this paper was to investigate a navigation solution for AUVs that uses a minimal sensor suite to reduce power consumption and cost, allows applicability throughout the water column, and performs with an acceptable threshold of accuracy. The research presented in this paper proves that a viable option exists which is dependent upon an MEMS IMU for odometry and attitude, a vehicle’s dynamic model velocity, and passive acoustic aiding.

In this navigation solution, the vehicle’s state was estimated by an EKF that propagated a kinematic constant acceleration model to determine the vehicle’s $XY$ position, velocity, and acceleration. This propagated model was augmented by processing measurements of linear accelerations from the MEMS IMU, velocity from propeller motor speed or a DVL, and OWTT range measurements from one or two beacons. In addition, the state estimation included IMU accelerometer bias, which also incorporated bias measurements from the updated state’s position after a range measurement. Coupled with the EKF was a range filter that prevented the IMU EKF from processing erroneous OWTT range measurements because of inaccurate clock synchronization between the beacon and the receiver, inaccurate state estimation from the transmitting beacon, or due to various environmental conditions that can affect sound propagation. This range filter prevented the IMU EKF from processing faulty ranges by two processes: a maximum operating range filter and a state-acceptance gate.

The effectiveness of this EKF model was evaluated by implementations on data collected in three different controlled environment field experiments and one open ocean environment. These field experiments included two OceanServer Iver2 AUVs in two separate field trials on Ashumet Pond and one field experiment of a Bluefin Robotics SandShark $\mu$AUV on the Charles River. Each of these exper-
iments incorporated a topside beacon, transmitting its GPS position, whereas the two experiments in Ashumet Pond also incorporated an assessment of intervehicle ranging and multivehicle navigation. These experiments provided a wide spectrum of different vehicles, different acoustic environments, and distinct mission trajectories that assessed the capability of the IMU EKF navigation method. Analysis of these experiments proves that the IMU EKF method gives an average position error on the order of tens of meters over a time scale of about 2 h and a spatial scale of approximately 7 km. Additionally, the use of other vehicles in formation as a transmitting beacon and incorporating bias estimation enhanced the navigation performance. Also, the addition of the coupled range filter was paramount to the IMU EKF’s success by preventing faulty range measurements that cause the IMU EKF to become unstable. Finally, an implementation of the IMU EKF in Monterey Bay, CA, USA, proved that this method outperforms other methods in open ocean currents.

This research demonstrates a capability of perfecting low cost low power sensors for accurate navigation is attainable. Future research should incorporate a means to distinguish between velocity and acceleration biases. Additionally, the coupled range filter provides a decision point in the vehicle’s navigation algorithm on how to proceed with inaccurate navigation. Future research can include how a vehicle changes its trajectory to improve navigation performance, notifies a human in the loop, or changes it mission to obtain a GPS fix to prevent or minimize instability in its navigation solution. Nonetheless, this navigation solution is applicable to a wide range of platforms. It is beneficial to the emerging µAUV class and the longer endurance platforms, such as autonomous underwater gliders. Additionally, this solution is attractive for future “master–slave” heterogeneous vehicle deployments, in which a large AUV with a high-end INS serves as a communication and navigation aid to smaller vehicles [57]. These advances in using measurements from inexpensive and low-power sensors to obtain accurate underwater navigation enable new operational paradigms for the oceanographic and military AUV communities.
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