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Summary points

- There are numerous ways in which bias can be introduced in reviews and meta-analyses of controlled clinical trials.
- If the methodological quality of trials is inadequate then the findings of reviews of this material may also be compromised.
- Publication bias can distort findings because trials with statistically significant results are more likely to get published, and more likely to be published without delay, than trials without significant results.
- Among published trials, those with significant results are more likely to get published in English, more likely to be cited, and more likely to be published more than once which means that they will also be more likely to be identified and included in reviews.
- The choice of the outcome that is reported can be influenced by the results. The outcome with the most favourable findings will generally be reported, which may introduce bias.
- Criteria for inclusion of studies into a review may be influenced by knowledge of the results of the set of potential studies.
- The definition of eligibility criteria for trials to be included, a comprehensive search for such trials, and an assessment of their methodological quality are central to systematic reviews. Systematic reviews are thus more likely to avoid bias than traditional, narrative reviews.

Systematic reviews and meta-analyses have received a mixed reception since the outset. Those on the receiving end have rejected what they see as exercises in “mega-silliness” and the authors of a highly distinguished series of systematic reviews of care during pregnancy and childhood have been dubbed as terrorists (“an obstetrical Baader-Meinhof gang”). Some
statisticians think that meta-analysis “represents the unacceptable face of
statisticism”4 and to clinicians objecting to the findings of meta-analyses “a
tool has become a weapon”.5 Others “still prefer the conventional narrative
review article”.6 At the other end of the spectrum, the application of a
technique which basically consists of calculating a weighted average has been
described as “Newtonian”7 and it has been suggested that with the advent
of meta-analysis there is no place left for the narrative review article.8 As may
be imagined, the truth is likely to lie somewhere between these extreme views.

This mixed reception is not surprising considering that several examples
exist of meta-analyses of small trials whose findings were later contradicted
by a single large randomised trial (Figure 3.1).9,10 Also, systematic reviews
addressing the same issue have reached opposite conclusions.11 For
example, one group reviewing trials comparing low-molecular-weight
(LMW) heparins and standard heparin in the prevention of thrombosis
following surgery concluded that “LMW heparins seem to have a higher
benefit to risk ratio than unfractionated heparin in preventing perioperative
thrombosis”,12 while another group of reviewers considered that “there is at
present no convincing evidence that in general surgery patients LMW
heparins, compared with standard heparin, generate a clinically important
improvement in the benefit to risk ratio”.21 The differences between these

Figure 3.1 Results from discordant pairs of meta-analyses of small trials and single
large trials: effect of nitrates13,14 and magnesium15,16 on mortality in acute myo-
cardial infarction, effect of inpatient geriatric assessment on mortality in the
elderly,17,18 and effect of aspirin on the risk of pre-eclampsia.19,20
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reviews are summarised in Table 3.1. The literature search was free of language restrictions and attempts were made to identify unpublished studies in one review but not the other. One group of reviewers based their conclusion on a subgroup of trials, which they considered to possess the highest methodological strength, while the other group did not consider the quality of trials.

Contrary to one of the central objectives of systematic reviews, to reduce uncertainty, such contradictory reports may contribute to the confusion, a situation that has arisen in other fields, for example when assessing calcium antagonists or cholesterol-lowering interventions in hypertension and coronary heart disease, or mammography for breast cancer screening. In this chapter we will review the problems and limitations of systematic reviews and meta-analyses.

**Garbage in – garbage out?**

The quality of component trials is of crucial importance: if the “raw material” is flawed, then the findings of reviews of this material may also be compromised. Clearly, the trials included in systematic reviews and meta-analyses should ideally be of high methodological quality and free of bias.
such that the differences in outcomes observed between groups of patients can confidently be attributed to the intervention under investigation. The biases that threaten the validity of clinical trials are reviewed in detail in Chapter 5. These relate to systematic differences in the patients’ characteristics at baseline (selection bias), unequal provision of care apart from the treatment under evaluation (performance bias), biased assessment of outcomes (detection bias), and bias due to exclusion of patients after they have been allocated to treatment groups (attrition bias).25 Several studies26–28 have recently attempted to quantify the impact these biases have on the results of controlled clinical trials (see Chapter 5). For example, Schulz et al.26 assessed the methodological quality of 250 trials from 33 meta-analyses from the Cochrane Pregnancy and Childbirth Database and examined the association between dimensions of trial quality and estimated treatment effects. Compared to trials in which authors reported adequately concealed treatment allocation, failure to prevent foreknowledge of treatment allocation or unclear concealment were associated, on average, with an exaggeration of treatment effects by 30 to 40%. Trials that were not double-blind also yielded larger effects.

The meta-analyses12,21 of trials comparing LMW heparin with standard heparin for the prevention of postoperative deep-vein thrombosis mentioned earlier are a case in point. Jüni et al.29 recently showed that in these trials, blinding of outcome assessments is a crucial quality feature: trials that were not double-blind showed a spurious benefit of LMW heparin that disappeared when restricting the analysis to trials with blinded outcome assessment. This is not entirely surprising considering that the interpretation of fibrinogen leg scanning, which is used to detect thrombosis, can be subjective.30 One of the two reviews summarised in Table 3.1 produced discordant results precisely because the authors chose to ignore the quality of component trials. It is somewhat ironic that the same reviewers were considerably more thorough in their attempt to identify all relevant trials, independent of publication status or language of publication. Although the quality of component trials happened to be more important in this particular situation, the dissemination of findings from clinical trials is known to be biased, and a comprehensive literature search is an essential ingredient of high-quality reviews.

The dissemination of research findings

The dissemination of research findings is not a dichotomous event but a continuum ranging from the sharing of draft papers among colleagues, presentations at meetings, published abstracts to papers in journals that are indexed in the major bibliographic databases.31 It has long been recognised that only a proportion of research projects ultimately reach publication in
an indexed journal and thus become easily identifiable for systematic reviews. Scherer et al. showed that only about half of abstracts presented at conferences are later published in full (see Box 3.1). Dickersin and Meinert examined the fate of doctoral theses from the Department of Epidemiology at Johns Hopkins University School of Hygiene and Public Health and found that one-third of graduates had not published a single article from their thesis (see Box 3.2). Similar results were found for trainees in public health in the UK. Four separate studies followed up research

**Box 3.1 Full publication of results initially published as abstracts**

The dissemination of research findings follows a continuum from oral report to published abstract to full publication in an indexed and accessible journal. Since the main purpose of publication is to report a study in sufficient detail to allow critical appraisal and decision-making on clinical or other questions, neither oral nor “abstract” presentations are considered sufficient to qualify as “complete” dissemination. In a 1994 systematic review, Roberta Scherer and colleagues summarised the results from 11 studies describing subsequent full publication of research initially presented in abstract or short report form. To be included, studies had to have followed published abstracts for at least two years to assess full publication. Studies followed a total of 2391 abstracts published in various fields of medicine, including vision research, anaesthesiology, perinatology, and paediatrics. The authors obtained a weighted average rate of full publication of abstracts by weighting by the square root of the total number of abstracts in each report. The average rate of full publication was 51% (95% confidence interval 45% to 57%), and individual study rates ranged from 32% to 66%. Average publication rates were similar for the two studies that were confined to randomised controlled trials (50%). The data from eight reports that included data on cumulative rates of publication are summarised in Figure 3.2. The findings from this systematic review are reason for concern. On average, only half of health-related abstracts are published in full, which means that those performing systematic reviews should not omit abstracts from their consideration. While publication in abstract form is better than no publication at all, the format does not allow presentation of methodology or other details that allow the reader to critically assess the findings. And, since investigators change institutions and are often poor responders to mailed or telephoned request, one cannot rely on contact with authors to fill in the details if only abstracts are available. Abstracts are also difficult to locate, as most appear in conference proceedings and these are not typically indexed in bibliographic databases. This situation leads reviewers to focus their analyses mainly on data
proposals approved by ethics committees or institutional review boards in Oxford,45 Sydney,46 and at the Johns Hopkins School of Medicine47 and School of Hygiene and Public Health in Baltimore.47 For each cohort of research proposals the principal investigators were contacted several years later in order to determine the publication status of each completed study. The rates of full publication as journal articles ranged from 49 to 67% (Table 3.2). Similarly, 20% of trials funded by the National Institutes of Health (NIH) and 45% of trials on HIV infection funded by the National Institute of Allergy and Infectious Diseases (NIAID) were still unpublished several years after completion.48–50 The fact that a substantial proportion of studies remains unpublished even a decade after the study had been completed and analysed must be of concern as potentially important information remains hidden from reviewers. Making things worse, the dissemination of research findings is not a random process; rather it is strongly influenced by the nature and direction of results. Statistically

Figure 3.2 Percentages of total abstracts published over time, calculated for eight studies33,35–40,42 that followed up research presented at meetings and conferences.

from full text reports, which may lead to biased and incorrect conclusions (see main text). Scherer is currently undertaking an update of her systematic review for the Cochrane Collaboration.
significant, “positive” results that indicate that a treatment works are more likely to be published, more likely to be published rapidly, more likely to be published in English, more likely to be published more than once, and more likely to be cited by others. When discussing these reporting biases, which are summarised in Table 3.3, we will denote trials with statistically significant (P<0.05) and non-significant results as trials with “positive” and “negative”
Table 3.2 Publication status of four cohorts of research projects approved by ethics committees or institutional review boards which had been completed and analysed at the time of follow up (adapted from Dickersin.50)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Johns Hopkins University, Baltimore</th>
<th>Central Research Ethics Committee Oxford</th>
<th>Royal Prince Alfred Hospital, Sydney</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Medicine</td>
<td>Public Health</td>
<td></td>
</tr>
<tr>
<td>Number approved</td>
<td>342 (100%)</td>
<td>172 (100%)</td>
<td>285 (100%)</td>
</tr>
<tr>
<td>Year of follow up</td>
<td>1988</td>
<td>1988</td>
<td>1990</td>
</tr>
<tr>
<td>Published</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full publication</td>
<td>230 (67%)</td>
<td>104 (61%)</td>
<td>138 (49%)</td>
</tr>
<tr>
<td>Abstract only</td>
<td>36 (11%)</td>
<td>7 (4%)</td>
<td>69 (24%)</td>
</tr>
<tr>
<td>Other/unclear</td>
<td>11 (3%)</td>
<td>2 (1%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Unpublished</td>
<td>65 (19%)</td>
<td>59 (34%)</td>
<td>78 (27%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>132 (41%)</td>
</tr>
</tbody>
</table>

n.a. = not assessed.
results. However, the contribution made to the totality of the evidence by trials with non-significant results is as important as that from trials with statistically significant results.

Publication bias

In a 1979 article on “The ‘file drawer problem’ and tolerance for null results” Rosenthal described a gloomy scenario where “the journals are filled with the 5 per cent of the studies that show Type I errors, while the file drawers back at the lab are filled with the 95% of the studies that show nonsignificant (e.g., P>0.05) results.” The file drawer problem has long been recognised in the social sciences: a review of psychology journals found that of 294 studies published in the 1950s, 97.3% rejected the null hypothesis at the 5% level (P<0.05). The study was recently updated and complemented with three other journals (New England Journal of Medicine, American Journal of Epidemiology, American Journal of Public Health). Little had changed in the psychology journals (95.6% reported significant results) and a high proportion of statistically significant results (85.4%) was also found in the general medical and public health journals. Similar results have been reported for emergency medicine and, more recently, in the area of alternative and complementary medicine. It is thus possible that studies which suggest a beneficial treatment effect are published, while an equal mass of data pointing the other way remains unpublished. In this situation, a systematic review of the published trials could identify a spurious beneficial treatment effect, or miss an important adverse effect of a treatment.

Table 3.3 Reporting biases: definitions

<table>
<thead>
<tr>
<th>Type of reporting bias</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication bias</td>
<td>The publication or non-publication of research findings, depending on the nature and direction of the results</td>
</tr>
<tr>
<td>Time lag bias</td>
<td>The rapid or delayed publication of research findings, depending on the nature and direction of the results</td>
</tr>
<tr>
<td>Multiple (duplicate) publication bias</td>
<td>The multiple or singular publication of research findings, depending on the nature and direction of the results</td>
</tr>
<tr>
<td>Citation bias</td>
<td>The citation or non-citation of research findings, depending on the nature and direction of the results</td>
</tr>
<tr>
<td>Language bias</td>
<td>The publication of research findings in a particular language, depending on the nature and direction of the results</td>
</tr>
<tr>
<td>Outcome reporting bias</td>
<td>The selective reporting of some outcomes but not others, depending on the nature and direction of the results</td>
</tr>
</tbody>
</table>
the field of cancer chemotherapy such publication bias has been demonstrated by comparing the results from studies identified in a literature search with those contained in an international trials registry58,59 (see Box 3.3). In cardiovascular medicine, investigators who, in 1980, found an increased death rate among patients with acute myocardial infarction treated with a class 1 anti-arrhythmic dismissed it as a chance finding and did not publish

**Box 3.3 A demonstration of publication bias**

Studies with statistically significant results are more likely to get published than those with non-significant results. Meta-analyses that are exclusively based on published literature may therefore produce biased results. Conversely, the inclusion of a study in a trials register can be assumed not to be influenced by its results: registration generally takes place before completion of the study and the criteria that qualify for registration are exclusively based on design features. The studies enlisted in a register are therefore likely to constitute a more representative sample of all the studies that have been performed in a given area than a sample of published studies. John Simes examined this issue for trials of different cancer chemotherapies by comparing the results from meta-analysis of trials identified in a literature search and of trials registered with the International Cancer Research Data Bank.58 As shown in Figure 3.3, an analysis restricted to 16 published clinical trials indicates that survival of patients with advanced ovarian cancer is improved with combination chemotherapy as compared to alkylating agent monotherapy (survival ratio 1·16, 95% confidence interval 1·06 to 1·27, P = 0·004). However, an analysis of all registered trials (eight published and five unpublished trials) showed only a modest benefit of combination chemotherapy which was not statistically significant (survival ratio 1·06, 95% confidence interval 0·97 to 1·15, P = 0·17) (adapted from Simes58).
their trial at the time. As discussed in Chapter 24 their findings would have contributed to a more timely detection of the increased mortality that has since become known to be associated with the use of class I anti-arrhythmic agents.

The proportion of all hypotheses tested for which the null hypothesis is truly false is of course unknown and surveys of published results can therefore only provide indirect evidence of publication bias. Convincing, direct evidence is available from the four cohort studies of proposals submitted to ethics committees mentioned earlier, from cohorts of trials funded by the National Institutes of Health, trials submitted to licensing authorities, trials conducted by multicentre trial groups in the domain of human immunodeficiency virus (HIV) infection and from analyses of trial registries. In all these studies publication was more likely if effects were large and statistically significant. A meta-analysis of the four ethics committee cohorts is shown in Figure 3.4. In each study possible predictors of publication were examined in multivariate analyses. The odds of publication were 2·4 times greater if results were statistically significant. Other factors such as the design of the study, its methodological quality, study size and number of study centres, were not consistently associated with the probability of publication. There was some evidence that the source of funding was associated with publication. We will revisit this finding later in the chapter.

**Time lag bias**

Studies continued to appear in print many years after approval by the ethics committee. Among proposals submitted to the Royal Prince Alfred Hospital Ethics Committee in Sydney, an estimated 85% of studies with significant results as compared to 65% of studies with null results had been published after 10 years. The median time to publication was 4·8 years for studies with significant results and 8·0 years for studies with null results. Similarly, trials conducted by multicentre trial groups in the field of HIV infection in the United States appeared on average 4·2 years after the start of patient enrolment if results were statistically significant but took 6·4 years to be published if the results were negative. As shown in Figure 3.5, trials with positive and negative results differed little in the time they took to complete follow-up. Rather, the time lag was attributable to differences in the time from completion to publication. These findings indicate that time lag bias may be introduced in systematic reviews even in situations when most or all trials will eventually be published. Trials with positive results will dominate the literature and introduce bias for several years until the negative, but equally important results finally appear.
Figure 3.4 Predictors of publication: Meta-analysis of results from four cohort studies of research projects approved by ethics committees or institutional review boards. The analyses of the Johns Hopkins University, Baltimore studies47,50 were adjusted for all variables shown, plus number of study groups and number of study centres. The Central Oxford Research Ethics Committee study45 was adjusted for all variables shown, plus number of study groups, pilot study and rating on study importance. The Royal Prince Alfred Hospital, Sydney study46 was adjusted for all variables shown except sample size, plus study importance for qualitative studies. Meta-analysis was by fixed effects model except for external funding in which case a random effects model was used. Adapted from Dickersin.50
Figure 3.5 Time to publication of 66 clinical trials conducted by multicentre trial groups in HIV infection in the United States: (a) time to publication from start of enrolment, (b) time to publication from completion of follow up, and (c) time to completion from start of enrolment. Reproduced with permission from Ioannidis.49
Who is responsible for publication bias: authors, reviewers or editors?

Trials with negative results could remain unpublished because authors fail to write them up and submit to journals, because such trials are reviewed less favourably, or because editors simply don’t want to publish negative results. The peer review process is notoriously unreliable and susceptible to subjectivity, bias and conflict of interest.63,64 Experimental studies in which test manuscripts were submitted to reviewers or journals showed that reviewers are more likely to referee favourably if results were in accordance with their own views.65–67 For example, when a selected group of authors was asked to review a fictitious paper on transcutaneous electrical nerve stimulation (TENS) they were influenced by their own findings and preconceptions.67 A similar study using a fabricated trial of a herbal preparation for the treatment of claudication found that a larger, unselected group of reviewers was not influenced by the direction of the results.68 It thus appears that although reviewers may hold strong beliefs, which will influence their assessments, there is no general bias for or against positive findings.

When authors were directly asked why they had not published their findings, the most frequent answer was that they were not interesting enough to merit publication.45–47 Rejection of a manuscript by a journal was rarely mentioned as a reason for not publishing. Selective submission of papers by authors rather than selective recommendation by reviewers and selective acceptance by editors thus appears to be the dominant contributor to publication bias. However, that the latter does occur is illustrated by the “instructions to authors” section of one major diabetes journal, which stated that “mere confirmation of known facts will be accepted only in exceptional cases; the same applies to reports of experiments and observations having no positive outcome”.69 Such statements have disappeared from guidelines but authors may rightly be reluctant to submit studies with negative results in anticipation of rejection.

The influence of external funding and commercial interests

External funding was associated with publication independently of the statistical significance of the results. However, results were heterogeneous (Figure 3.3) and the effect appears to depend on the source of funding. Funding by government agencies was significantly associated with publication in three cohorts of proposals submitted to ethics committees45–47 whereas pharmaceutical industry sponsored studies were less likely to be published in two studies.45,47 Indeed, a large proportion of clinical trials submitted by drug companies to licensing authorities remain unpublished.62,70 This is in agreement with a review of publications of clinical trials which separated them into those which were sponsored by the
The results of 89% of published industry-supported trials favoured the new therapy, as compared to 61% of the other trials. Similar results have been reported for non-steroidal anti-inflammatory drug trials and drug studies published in symposium proceedings. The implication is that the pharmaceutical industry tends to discourage the publication of negative studies which it has funded. For example, a manuscript reporting on a trial comparing the bioequivalence of generic and brand levothyroxine products, which had failed to produce the results desired by the sponsor of the study, Boots Pharmaceuticals, was withdrawn because Boots took legal action against the university and the investigators. The actions of Boots, recounted in detail by one of the editors of *JAMA*, Drummond Rennie, meant that publication of the paper was delayed by about seven years. In a national survey of life-science faculty members in the United States, 20% of faculty members reported that they had experienced delays of more than six months in publication of their work and reasons for not publishing included “to delay the dissemination of undesired results”. Delays in publication were associated with involvement in commercialisation and academic–industry research relationship, as well as with male sex and higher academic rank of the investigator.

**Should unpublished data be included in systematic reviews?**

Publication bias clearly is a major threat to the validity of any type of review, but particularly of unsystematic, narrative reviews. Obtaining and including data from unpublished trials appears to be the obvious way of avoiding this problem. However, the inclusion of data from unpublished studies can itself introduce bias. The trials that can be located may be an unrepresentative sample of all unpublished studies. Unpublished trials may be of lower methodological quality than published trials: a recent study of 60 meta-analyses that included published and unpublished trials found that unpublished trials were less likely to adequately conceal treatment allocation and blind outcome assessments. A further problem relates to the willingness of investigators of located unpublished studies to provide data. This may depend upon the findings of the study, more favourable results being provided more readily. This could again bias the findings of a systematic review. Interestingly, when Hetherington *et al.*, in a massive effort to obtain information about unpublished trials in perinatal medicine, approached 42,000 obstetricians and paediatricians in 18 countries they identified only 18 unpublished trials that had been completed for more than two years.

A questionnaire assessing the attitudes toward inclusion of unpublished data was sent to the authors of 150 meta-analyses and to the editors of the journals which published them. Support for the use of unpublished material was evident among a clear majority (78%) of meta-analysts.
Journal editors were less convinced – only 47% felt that unpublished data should be included. The condemnation of the inclusion of unpublished trial data by some editors relates to the issue that the data have not been peer reviewed. It should be kept in mind, however, that the refereeing process has not always been a successful way of ensuring that published results are valid. On the other hand, meta-analyses of unpublished data from interested sources is clearly of concern. Such unchallengeable data have been produced in circumstances in which an obvious financial interest exists, as discussed in Box 3.4.

**Box 3.4 The controversy over selective serotonin-reuptake inhibitors and depression**

Selective serotonin-reuptake inhibitors (SSRIs) are widely used for the treatment of depression, although their clinical advantages over the much less expensive tricyclic antidepressants have not been well established. In their meta-analysis Song et al. used the drop-out rate among randomised controlled trial participants on SSRIs and those on conventional antidepressants as an indicator of therapeutic success: patients who stop taking their medication because of inefficacy or side-effects are the ones who are not benefiting, and thus the class of drug with the lower drop-out rate can be considered the one with the more favourable effects. There was little difference between SSRIs and the other, usually tricyclic, antidepressants. In response to this analysis, Lilly Industries, the manufacturers of the SSRI fluoxetine, presented a meta-analysis of 14 investigational new drug studies which they stated included every study completed by December 1990. This included what were called (in the usual industry terminology) “unpublished data on file”. As shown in Table 3.4, the pooled drop out rates calculated by Lilly Industries differed markedly from the literature-based analysis. Lilly Industries claimed that their analysis was not “subject to biases introduced by selective publication and literature searches” but this is difficult to assess if the trials included represent unpublished “data on file”.

**Table 3.4**

<table>
<thead>
<tr>
<th>Trials (n)</th>
<th>Fluoxetine</th>
<th>Tricyclic antidepressant</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patients (n)</td>
<td>Drop-out rate (%)</td>
<td>Patients (n)</td>
</tr>
<tr>
<td>Song et al.80</td>
<td>18*</td>
<td>913</td>
<td>34.5</td>
</tr>
<tr>
<td>Lilly Industries81</td>
<td>14</td>
<td>781</td>
<td>36.5</td>
</tr>
</tbody>
</table>

Other reporting biases

While publication bias has long been recognised and much discussed, other factors can contribute to biased inclusion of studies in meta-analyses. Indeed, among published studies, the probability of identifying relevant trials for meta-analysis is also influenced by their results. These biases have received much less consideration than publication bias, but their consequences could be of equal importance.

Duplicate (multiple) publication bias

In 1987, Gøtzsche found that among 244 reports of trials comparing non-steroidal anti-inflammatory drugs in rheumatoid arthritis 44 (18%) were redundant, multiple publications, which overlapped substantially with an already published article. Twenty trials were published twice, 10 trials three times and one trial three times. The production of multiple publications from single studies can lead to bias in a number of ways. Most importantly, studies with significant results are more likely to lead to multiple publications and presentations, which makes it more likely that they will be located and included in a meta-analysis. The inclusion of duplicated data may therefore lead to overestimation of treatment effects, as recently demonstrated for trials of the efficacy of ondansetron to prevent postoperative nausea and vomiting (Figure 3.6). It is not always obvious that

![Graph showing the number of reports with and without duplication](image)

Figure 3.6 The inclusion of duplicated data may lead to overestimation of treatment effects: Tramer et al. found that of 19 trials that compared prophylactic intravenous ondansetron, data from three large multicentre trials had been duplicated in six further reports. In the 16 reports which were not duplicated, the number needed to treat (NNT) to prevent one episode of vomiting was 9.5 compared to 3.9 in the three reports that were subject to duplication. When all 19 original reports were combined, the NNT was 6.4; when original and duplicate reports were combined, a biased NNT of 4.9 was obtained.
Citation bias

The perusal of the reference lists of articles is widely used to identify additional articles that may be relevant. The problem with this approach is that the act of citing previous work is far from objective and retrieving literature by scanning reference lists may thus produce a biased sample of studies. There are many possible motivations for citing an article, ranging from decoration to showing up-to-dateness and knowledge. Brooks interviewed academic authors from various faculties at the University of Iowa and asked for the reasons for citing each reference in one of the authors’ recent articles. Persuasiveness, the desire to convince peers and substantiate their own point of view emerged as the most important reason for citing articles. Brooks concluded that authors advocate their own opinions and use the literature to justify their point of view: “Authors can be pictured as intellectual partisans of their own opinions, scouring the literature for justification”. In Gøtzsche’s analysis of trials of non-steroidal anti-inflammatory drugs in rheumatoid arthritis, trials demonstrating a superior effect of the new drug were more likely to be cited than trials with negative results. Similarly, trials of cholesterol lowering to prevent coronary heart disease were cited almost six times more often if they were supportive of cholesterol lowering (see also Box 3.5). Overcitation of unsupportive studies can also occur. Hutchinson et al. examined reviews of the effectiveness of pneumococcal vaccines and found that unsupportive trials were more likely to be cited than trials showing that vaccines worked.

Language bias

Reviews are often exclusively based on trials published in English. For example, among 36 meta-analyses reported in leading English-language general medicine journals from 1991 to 1993, 26 (72%) had restricted their search to studies reported in English. Investigators working in a non-English speaking country will, however, publish some of their work in local journals. It is conceivable that authors are more likely to report in an
Box 3.5 Cholesterol lowering after myocardial infarction: citation bias and biased inclusion criteria

A meta-analysis of trials of cholesterol-lowering after myocardial infarction defined its inclusion criteria as those single-factor randomised trials with at least 100 participants per group, with at least three years of follow up and without the use of hormone treatment to lower cholesterol. Seven trials—one with two treatment arms—were included in this analysis. The pooled odds ratio for all-cause mortality for these trials was reported as 0.91 (95% confidence interval 0.82 to 1.02), indicating a favourable trend. One trial that met all the entry criteria was, however, not included. In this study, the odds ratio for overall mortality was an unfavourable 1.60 (0.95 to 2.70). For the seven trials included in the analysis the mean annual citation count per study for the period up to five years after publication was 20; for the study which was not included it was less than one. It is likely that the latter was missed precisely because it was infrequently quoted. The inclusion criteria relating to study size and length of follow up were somewhat arbitrary: the results of at least 11 other randomised secondary prevention trials of cholesterol lowering were available at the time this analysis was published (references 2a, 3a, 4a, 5a, 9a, 10a, 12a, 13a, 15a, 22a, 35a in Davey Smith et al.). The pooled odds ratio for all-cause mortality for these trials is 1.14 (1.03 to 1.26). As shown below, the selective identification of the much-quoted supportive studies, citation bias, and biased inclusion criteria may have distorted the results of this meta-analysis.

![Figure 3.7](adapted from Rossouw et al.)

international, English-language journal if results are positive whereas negative findings are published in a local journal. This has recently been demonstrated for the German language literature. When comparing pairs of articles published by the same first author, 63% of trials published in English had produced significant (P<0.05) results as compared to 35% of
trials published in German (Figure 3.8). Bias could thus be introduced in meta-analyses exclusively based on English-language reports. On the other hand, as with unpublished trials, the lower quality of trials published in languages other than English may in fact introduce bias. Moher et al. compared the quality of 133 randomised controlled trials published in English with 96 trials published in French, German, Italian or Spanish. They found no overall difference using a quality score but there were some differences on an item-by-item basis, indicating lower quality of trials published in languages other than English. Sterne et al. recently also reported lower methodological quality of non-English trials.

Outcome reporting bias

In many trials a range of outcome measures is recorded but not all are always reported. The choice of the outcome that is reported can be influenced by the results: the outcome with the most favourable findings will generally be reported. An example of how published results can be misleading comes from two separate analyses of a double-blind placebo-controlled trial assessing the efficacy of amoxicillin in children with non-suppurative otitis media. Opposite conclusions were reached, mainly because different weight was given to the various outcome measures that were assessed in the study. This disagreement was conducted in the public arena, since it was accompanied by accusations of impropriety against the team producing the findings favourable to amoxicillin. The leader of this team had received large monetary sums, both in research grants and as personal honoraria, from the manufacturers of amoxicillin. It is a good practice to report outcome measures in a transparent manner, allowing for critical appraisal of the results.
example of how reliance upon the data chosen to be presented by the investigators can lead to distortion. Reporting bias may be particularly important for adverse effects. Hemminki examined reports of clinical trials submitted by drug companies to licensing authorities in Finland and Sweden and found that unpublished trials gave information on adverse effects more often than published trials.

**Biased inclusion criteria**

Once studies have been located and data obtained, there is still potential for bias in setting the inclusion criteria for a meta-analysis. If, as is usual, the inclusion criteria are developed by an investigator familiar with the area under study, they can be influenced by knowledge of the results of the set of potential studies. Manipulating the inclusion criteria could lead to selective inclusion of positive studies and exclusion of negative studies. For example, some meta-analyses of trials of cholesterol-lowering therapy have excluded certain studies on the grounds that the treatments used appear to have had an adverse effect that was independent of cholesterol lowering itself. These meta-analyses have, however, included trials of treatments that are likely to favourably influence risk of coronary heart disease, independent of cholesterol lowering. Clearly such an asymmetrical approach introduces the possibility of selection bias, with the criteria for inclusion into the meta-analysis being derived from the results of the studies (see Box 3.5).

**The future of unbiased, systematic reviewing**

Reporting biases and the inadequate quality of primary research are potentially serious problems for systematic reviews. We need both fair conduct and fair reporting of clinical trials for valid systematic reviews. Important developments have taken place in the last few years which will eventually overcome the problems outlined in this chapter. Firstly, a variety of graphical and statistical methods have been developed for evaluating whether publication and related reporting biases are operating. For example, Hutton and Williamson recently proposed sensitivity analyses to examine the potential impact of biased selection of outcomes. Their approach is similar to the selection models advocated by Copas to examine publication bias which, along with other methods, is discussed in Chapter 11. Secondly, and more importantly, reporting biases are more likely to be prevented nowadays. Only a few years ago searching electronic databases such as MEDLINE or EMBASE was unreliable and reviewers were likely to miss substantial proportions of relevant trials. Indeed, in 1995 only 19,000 reports were readily identifiable as randomised controlled trials in the widely used MEDLINE database, although many more trials were
included in that database. As discussed in Chapter 4 this situation is now much improved. The regularly updated Cochrane Controlled Trials Register contains over a quarter of a million of reports of controlled trials and is clearly the best single source of published trials for inclusion in systematic reviews and meta-analyses. The identification of ongoing and unpublished studies has also become more practicable. National research registers, a “Register of Registers”, and a “metaRegister” have been set up (see Chapters 4 and 24). One of these registers, Current Controlled Trials (www.controlled-trials.com) will publish trial protocols and full reports of controlled trials. There have also been important initiatives from within the pharmaceutical industry to improve access to information on trials, and to prevent duplicate or selective publication. Finally, an “amnesty” for unpublished trials was launched by journal editors.

These initiatives mean that the identification of published and unpublished trials for systematic reviews has become an easier task, but what about the quality of the trials that are identified? There is growing consensus that the methodological quality should routinely be assessed but this is hampered by the quality of reporting, which is often inadequate. With the adoption of the CONSORT (Consolidated Standards of Reporting Trials) guidelines (see http://www.consort-statement.org) by an increasing number of journals this situation is now also improving. Considerable progress has thus been made in a short time. This is not to say, however, that in the future unbiased, systematic reviewing will always produce conclusive answers. Many systematic reviews will continue to be based on a small number of trials of doubtful quality. These will have to be inconclusive, even if meta-analysis indicates a statistically significant effect of the intervention. Clearly demonstrating the inadequacy of existing evidence is an important objective of systematic reviews, which should serve as a stimulus for conducting the appropriate and necessary trials.
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