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Abstract. A comprehensive analysis of the mean-square learning characteristics of stochastic-gradient-descent algorithms is presented. The approach is based on the commonly exploited simplifying assumption of stationary independent training vectors. Characteristics analyzed include stability, steady-state misadjustment, initial rate of convergence, optimum step size, and steady-state autocovariance and spectral characteristics of the weight-vector. Effects on these characteristics due to degree of randomness of stochastic gradient, particular data distribution, and data corruption are isolated and analyzed. An objective of the work is to keep the number of simplifying assumptions and approximations to a minimum. Comparisons of results with previous more approximate analyses are made.

1. Introduction

1.A. Purpose and overview

The LMS algorithm for adaptive linear estimation has been used in a wide variety of applications including sensor array processing, channel equalization, echo and other noise and interference cancellation, and system identification. The most attractive feature of the LMS algorithm is its simplicity and corresponding amenability to simple implementation. The most detractive feature, on the other hand, is its relatively slow convergence (e.g., by comparison with recursive least squares and Kalman algorithms [1, and references therein]). Consequently the LMS algorithm is viable—and in fact popular—in applications where simplicity is important, and requirements on speed of convergence are not too stringent.

Although the behavior of the LMS algorithm has been studied at length by many, and is fairly well understood in general, there remains a need for a relatively comprehensive analysis that explains the effects on analytical results of many
of the commonly used simplifying assumptions and approximations such as non-random data (or, equivalently, assuming the weight vector variance is negligible by focusing on the mean exclusively), Gaussian random data (or, equivalently, assuming that higher than second moments can be deleted or approximated), uncorrupted training signals, and small step-size. In order for such a relatively comprehensive analysis to be tractable, there is one simplifying assumption that cannot be removed, and therefore whose effects on analytical results cannot be determined (analytically). This is the commonly exploited assumption that the training data is a sequence of statistically independent random vectors. Nevertheless, it has been experimentally verified by many that when the step size is sufficiently small (and the convergence therefore sufficiently slow) analyses of algorithm behavior based on this independence assumption agree closely with empirical evaluations of algorithm behavior (e.g., [2]-[9]). Moreover, recent research has provided analytical verification of the fact that the independence assumption will yield accurate analyses if the step size is sufficiently small [10]-[13]. To supplement this recent progress, this paper carries through exact analyses without invoking the commonly used simplifying assumptions and approximations—except for the independence assumption—to obtain quantitative evaluations of the accuracy of previous approximate analyses.

Unfortunately, the relatively comprehensive analysis presented herein, based on the independence assumption, coupled with the recent analysis of the independence assumption itself, still does not provide a complete self-consistent analysis, since the independence assumption apparently cannot be analytically justified for relatively large step sizes (which is, indeed, a case of practical interest, as explained in Section 4.C). But this is perhaps the best that can be done from the pragmatic point of view of obtaining a good tradeoff between model realism and model tractability. Consequently, analyses of algorithm behavior must continue to be verified, augmented, and in some cases invalidated by empirical evaluations and/or simulations. Nevertheless, model tractability and its necessary complement, empirical evaluation, are essential components of the scientific method.

In Section 1.B, the linear mean-square estimation problem, and the stochastic-gradient-descent approach to solution are formulated. Then a variety of applications are briefly described. The section concludes with a description of the simplifying assumptions exploited in the analysis presented in Sections 2 and 3.

In Section 2, several fundamental learning characteristics are defined. These are stability, misadjustment, initial rate of convergence, and optimum step size (the important time-to-convergence characteristic is not analyzed herein, for reasons explained in Section 4.F). Then effects on learning characteristics, of several fundamental features of the algorithm and data, are isolated and analyzed. These features include randomness of data, degree of randomness of stochastic gradient, the particular probability distribution of the data, and data corruption.

In Section 3, general formulas for learning characteristics are derived. These include bounds and approximations for arbitrary data distribution in subsections 3.A and 3.D, and exact formulas for the case of Gaussian data in subsection 3.C. Also, an exact, linear, time-invariant recursion for the learning curve for arbitrary data distribution is derived in subsection 3.B.

In Section 4 a critique of previous closely related studies is given. Specific comparisons of results and clarifications of simplifying assumptions and approximations are included.

1.B. Problem formulation

Consider the problem of adaptive estimation of a desired possibly random sequence \( \{d(i)\} \) with the random sequence of linear estimators \( \{\hat{d}(i)\} \),

\[
\hat{d}(i) = \sum_{n=1}^{N} w_n(i)x_n(i) = W^T(i)X(i),
\]

(1)

For a matrix \( M \), \( M^T \) denotes the transpose of \( M \), and for a square matrix, \( \text{tr}(M) \) denotes the trace of \( M \), and \( M^2 = MM \) denotes the product of \( M \) with itself.
where $W(i)$ is the estimation weight-vector, and $X(i)$ is the observed data vector. This paper is concerned with the transient and steady-state behavior of the sequence of weight-vectors $\{W(i)\}$ and corresponding estimators $\{\hat{d}(i)\}$, when the following stochastic-gradient-descent (SGD) algorithm is used for adaptation:

$$W([i+1]K) = W(iK) - \frac{\mu}{2} \hat{\nabla} \hat{e}(iK),$$

$$\hat{\nabla} \hat{e}(iK) = -\frac{2}{K} \sum_{q=0}^{K-1} e(iK+q)X(iK+q),$$

(2)

$$W(iK+q) = W(iK), \quad q = 1, 2, \ldots, K-1.$$

In this algorithm, $\hat{\nabla} \hat{e}$ is the stochastic gradient of the time-averaged squared stochastic error

$$\langle e^2(iK) \rangle \triangleq \frac{1}{K} \sum_{q=0}^{K-1} e^2(iK+q),$$

(3)

and $\hat{\nabla} \hat{e}$ is also an estimate of the gradient of the mean squared error

$$\nabla \hat{e}(iK) = \nabla E\{e^2(iK)\} = -2E\{e(iK)X(iK)\}.$$  

(4)

In these expressions, $e(i)$ is the estimation error

$$e(i) = d(i) - \hat{d}(i).$$

(5)

For the special case $K = 1$, the SGD algorithm is the well known LMS algorithm.\(^2\)

B.1. Applications

Before continuing, we briefly review five types of applications in order to give physical meaning to the mathematical quantities (1)-(5) to be dealt with in the analysis. The five tasks of system identification, noise filtering, noise cancelling, system equalization, and signal prediction are depicted in Figs. 1-5. With regard to Fig. 1, the task is to identify the unknown system. This is accomplished by adaptively adjusting $W$ to make the estimate $\hat{d}$ similar to the desired quantity $d$, in which case $W$ should be similar to the unknown system ($n$ is measurement noise). With regard to Fig. 2, the task is to reduce the noise $n$. This is accomplished by adaptively adjusting $W$ to make the estimate $\hat{d}$ similar to the desired signal $d$, thereby filtering away the noise, $n$. With regard to Fig. 3, the task is to reduce the noise $d$. This is accomplished by adaptively adjusting $W$ to make the estimate $\hat{d}$ similar to $d$, and then subtracting this noise estimate from the noise corrupted signal $\hat{d}$, in an attempt to cancel the noise $d$ ($s$ is the noiseless signal). With regard to Fig. 4, the task is to remove the distortion of the signal $d$ caused by the unknown system. This is accomplished by adaptively adjusting $W$ to make the estimate $\hat{d}$ similar to $d$, thereby making $W$ similar to the inverse of the unknown system ($n$ is noise due, for example, to decision errors in decision-directed adaptation). With regard to Fig. 5, the task is to predict the value of the process $x$, $i_0$ units of time into the future. This is accomplished by adaptively adjusting $W$ in the lower signal path to make the delayed (by $i_0$) estimate $\hat{d}(i)$ similar to the delayed desired signal $d(i)$, and then slaving the non-adaptive $W$ in the upper signal path to the adaptive $W$. In all five of these applications, the only quantities that are physically available for use in adaptation are $x$, $\hat{d}$, $\hat{d}$, and therefore $\hat{e} = d - \hat{d}$. All other quantities, viz., $s$, $n$, and $n$, are unavailable.

It should be clarified that, as shown in Figs. 1, 3, 4, the error signal $\hat{e}$ used to adjust $W$ is the difference between $\hat{d}$ and $\hat{d}$, not the difference between $d$ and $\hat{d}$; that is $\hat{d}$, which is physically available, is used in place of the desired $d$, which
is not physically available. The analysis in the body of this paper is carried out in terms of \( e = d - \hat{d} \). Then in Section 2.D, the modifications of results that are required when \( \hat{e} = \hat{d} - \hat{d} \) is used in place of \( e \), for adjustment of \( \hat{W} \), are explained. In all five problems described here, the vector \( \mathbf{X}(i) \) in (1) has \( n \)th element \( x_n(i) = x(i-n) \). But this is not the case for adaptive sensor array problems, and is not assumed to be the case in this paper, except in Section 3.C.2.

### B.2. Simplifying assumptions

As discussed in Section 1.A, it is assumed that \( \{\mathbf{X}(i), d(i)\} \) is an independent identically distributed sequence of zero-mean pairs, and this shall be referred to as the primary independence assumption. It is also assumed that the vectors \( \mathbf{X}(i) \) have finite fourth moments, and the scalars \( d(i) \) have finite second moments. The autocovariance matrix for \( \mathbf{X}(i) \) and the crosscovariance vector for \( \mathbf{X}(i) \) and \( d(i) \) are denoted by

\[
R = \mathbb{E}\{\mathbf{X}(i)\mathbf{X}^T(i)\},
\]

\[
P = \mathbb{E}\{\mathbf{X}(i)d(i)\},
\]

and the variance of \( d(i) \) is denoted by

\[
\sigma_d^2 = \mathbb{E}\{d^2(i)\}.
\]

It is well known and easily shown that the weight vector that minimizes the mean-squared-error (MSE), which is denoted by

\[
\varepsilon(i) = \mathbb{E}\{\varepsilon^2(i)\},
\]

is given by

\[
\hat{W}_0 = R^{-1}P,
\]

and the corresponding minimum value of \( \varepsilon(i) \) is

\[
\varepsilon_0 = \mathbb{E}\{\varepsilon_0^2(i)\} = \sigma_d^2 - P^TR^{-1}P,
\]

where

\[
\varepsilon_0(i) = d(i) - \mathbf{W}_0^T\mathbf{X}(i).
\]

---

\(^1\) For the important case of \( x_n(i) = x(i-n) \), the primary independence assumption is literally impossible, unless the algorithm is slowed down by a sufficiently large factor, say \( L \), so that the sequence \( \mathbf{X}(i) \) is replaced with the sequence \( \mathbf{X}(iL) \).

---
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Fig. 1. System identification.

Fig. 2. Noise filtering.

Fig. 3. Noise cancelling.

Fig. 4. System equalization.
The behavior of the SGD algorithm shall be characterized in terms of the learning curve, which is defined to be the evolution of the excess MSE, which is defined by

$$\varepsilon_a(i) = \varepsilon(i) - \varepsilon_0.$$  

(12)

In order to obtain the simplest explicit formulas for learning curves the secondary independence assumption that the minimum attainable error $$\varepsilon_0(i)$$ is independent of the training vector $$X(i)$$ is employed. This assumption is satisfied, for example, if the desired sequence, $$d(i)$$, is of the form

$$d(i) = \mathbf{W}^T X(i) + z(i)$$

(13)

for some non-random vector $$\mathbf{W}$$ and for some random sequence $$z(i)$$ that is independent of $$X(i)$$ (since, in this case, $$z(i) = \varepsilon_0(i)$$). Model (13) is valid for the problem of adaptive identification of an unknown finite-impulse-response system (FIR) of order $$\leq N$$, with measurement noise $$z(i)$$ that is independent of the probe signal $$X(i)$$ (e.g., Fig. 1, with $$z(i) = n(i)$$). Model (13) is also valid for the problem of noiseless adaptive equalization of an all-pole channel with $$\leq N$$ poles (e.g., Fig. 4), and for the problem of noise cancellation involving an all-pole reference channel with $$\leq N$$ poles (e.g., Fig. 3). Finally, the secondary independence assumption is valid, regardless of model (13), if $$X(i)$$ and $$d(i)$$ are jointly Gaussian sequences (as in Section 3.C), because the uncorrelatedness of $$\varepsilon_0(i)$$ and $$X(i)$$ (which follows from the orthogonality property of $$d_0(i) = W_{0}^T X(i)$$) then renders $$\varepsilon_0(i)$$ and $$X(i)$$ independent. In applications for which neither model (13) nor the Gaussian model are valid, the secondary independence assumption must be considered an approximation akin to the primary independence assumption.

2. Effects of randomness, particular distribution, and corruption of data on learning characteristics

2.A. Learning characteristics

It is well known, and easily shown (using the primary independence assumption only), that the excess MSE is given by

$$\varepsilon_a(i) = E\{V^T(i)RV(i)\} = \text{tr}\{R_V(i)R\},$$

(14)

where $$V(i)$$ is the weight-vector error (or excess weight-vector)

$$V(i) = W(i) - W_0,$$

(15)

and $$R_V(i)$$ is its correlation matrix. Manipulation of the SGD algorithm (2) yields

$$V([i+1]K) = A(iK) V(iK) + B(iK)$$

(16)

$$V(iK+q) = V(iK), \quad q = 1, 2, \ldots, K-1,$$

where

$$A(iK) = I - \frac{\mu}{K} \sum_{q=0}^{K-1} X(iK+q)X^T(iK+q),$$

(17)

$$B(iK) = \frac{\mu}{K} \sum_{q=0}^{K-1} \varepsilon_0(iK+q)X(iK+q).$$

Substitution of (16)–(17) into (14) (evaluated at $$i \rightarrow (i+1)K$$), and use of both the primary and secondary independence assumptions yields the exact formula

$$\varepsilon_a([i+1]K) = E\{V^T(iK)GRV(iK)\} + h$$

$$= \text{tr}\{R_V(iK)GR\} + h,$$

(18)

$$\varepsilon_a(iK+q) = \varepsilon_a(iK), \quad q = 1, 2, \ldots, K-1,$$

where

$$h = E\{B^T(iK)B(iK)\} = \varepsilon_0(\mu \lambda_{rms})^2 N/K,$$

(19)
and

\[ G \triangleq E\{A^T(iK)A(iK)\}R^{-1} \]
\[ = (I - \mu R)^2 + \mu^2 S/K, \quad (20) \]
\[ S \triangleq E\{X(i)X^T(i)RX(i)X^T(i)\}R^{-1} - R^2. \]

In (19), \( \lambda_{\text{rms}} \) is the root-mean-square value of the \( N \) eigenvalues of \( R \):

\[ \lambda_{\text{rms}} \triangleq \left[ \frac{1}{N} \sum_{n=1}^{N} \lambda_n^2 \right]^{1/2} = \left[ \frac{1}{N} \text{tr}[R^2] \right]^{1/2}. \quad (21) \]

Formulas (14) and (18)-(20) are the point of focus for discussion of the effects of randomness of the gradient, the effects of the particular distribution of the data, and the effects of corruption to the desired training signal, on the characteristics of the learning curve. The characteristics of primary concern are:

(i) **Stability**: The largest value (supremum) of the fixed step-size parameter \( \mu \) that yields a stable algorithm is denoted by \( \mu_* \):

\[ \lim_{i \to \infty} \epsilon_\ast(i) \text{ exists if and only if } 0 < \mu < \mu_. \quad (22) \]

(ii) **Final Misadjustment**: The fractional amount by which the steady state MSE exceeds the minimum attainable MSE is called the final misadjustment and is denoted by \( M \):

\[ M \triangleq \lim_{i \to \infty} \epsilon_\ast(i)/\epsilon_0. \quad (23) \]

(iii) **Initial Rate of Convergence**: The initial rate of convergence is defined to be the inverse of an effective initial time constant \( \tau \), which is obtained by fitting \( \epsilon_\ast(iK) \) (at \( i = 0 \) and \( i = 1 \)) to an exponential (cf. (46)):

\[ [\epsilon_\ast(0) - \epsilon_\ast(\infty)] e^{-K/\tau} = [\epsilon_\ast(K) - \epsilon_\ast(\infty)]; \]

thus,

\[ \frac{1}{\tau} \triangleq \frac{1}{K} \ln\left[ [\epsilon_\ast(0) - \epsilon_\ast(\infty)]/[\epsilon_\ast(K) - \epsilon_\ast(\infty)] \right]. \quad (24) \]

(iv) **Optimum Step-Size Sequence**: The sequence of step-size parameters that minimizes the instantaneous MSE at every adaptation instant is denoted by \( \mu_\ast(iK) \):

\[ \epsilon_\ast(iK)|_{\mu = \mu_\ast(iK)} \leq \epsilon_\ast(iK)|_{\mu = \mu(iK)} \quad (25) \]

for all sequences \( \mu(iK) \).

2.B. Isolation of effects of data randomness

Formula (18)-(20) can be used to isolate the effects on the learning curve of randomness of the data and therefore the stochastic gradient. Since explicit formulas for exact learning characteristics exist when randomness vanishes, this isolation aids analysis of the effects of randomness on characteristics of the learning curve derived in this paper.

With reference to (2), it can be seen that in the limit (as the gradient-averaging time-interval becomes large) \( K \to \infty \), the stochastic squared error (3) and its gradient (2) approach non-random quantities (i.e., they approach their mean values because of ergodicity guaranteed by the primary independence assumption), and the SGD algorithm becomes simply a non-stochastic gradient-descent (GD) algorithm, for which the adapting weight vector is non-random. As a result, for sufficiently large values of \( K \), the expectation operator in (14) and (18) can be deleted, and (14), (18)-(20) become

\[ \epsilon_\ast(iK) = V^T(iK)RV(iK), \quad (14)' \]
\[ \epsilon_\ast([i+1]K) = V^T(iK)GAV(iK) + h, \quad (18)' \]

where

\[ h = 0, \quad G = (I - \mu R)^2. \quad (19)', (20)' \]

It is well known and easily verified that these equations reduce (with the aid of (16)) to

\[ \epsilon_\ast(iK) = V^T(0)G'RV(0). \quad (26) \]

Equation (26) can be decomposed into a sum of the \( N \) natural modes of the learning curve by transforming the vector \( V \) with the orthogonal matrix \( Q \) composed of the eigenvectors of \( R \),

\[ \tilde{V} \triangleq Q^TV. \quad (27) \]
The result is

\[ \varepsilon_n(iK) = \sum_{n=1}^{N} \varepsilon_n(0)(1-\mu\lambda_n)^2i \]

\[ = \sum_{n=1}^{N} \varepsilon_n(0)e^{-iK/\gamma_n}, \]

(28)

where the \( n \)th time-constant is defined by

\[ \gamma_n \triangleq K\{\ln(1/\gamma_n)\}^{-1}, \]

(29)

and

\[ \varepsilon_n(0) = \mathbf{a}_n^2\lambda_n, \]

(30)

which is the component of the initial excess MSE due to the \( n \)th mode.

(i) **Stability:** It follows from (28) that the largest step-size for which the GD algorithm is stable is

\[ \mu = 2/\lambda_{\text{max}}, \]

(31)

where \( \lambda_{\text{max}} \) is the largest of the \( N \) eigenvalues \( \{\lambda_n\}_{1}^{N} \).

(ii) **Final Misadjustment:** It follows from (28) that the final misadjustment for the GD algorithm is zero,

\[ M = 0. \]

(32)

(iii) **Initial Rate of Convergence:** It follows from (28) that the initial rate of convergence for the GD algorithm is

\[ \frac{1}{\tau} = \frac{1}{K} \ln \left\{ \frac{\sum_{n=1}^{N} \varepsilon_n(0)}{\sum_{n=1}^{N} \varepsilon_n(0)(1-\mu\lambda_n)^2} \right\}. \]

(33)

Then (30) and (33) yield

\[ \frac{1}{\tau_{\text{nom}}} = \frac{1}{K} \ln \left\{ \frac{\sum_{n=1}^{N} \lambda_n}{\sum_{n=1}^{N} \lambda_n(1-\mu\lambda_n)^2} \right\} \]

\[ = \frac{1}{K} \ln \left\{ \frac{\text{tr} \{ \mathbf{R} \}}{\text{tr} \{ (\mathbf{I} - \mu \mathbf{R})^2 \}} \right\} \]

\[ = \frac{1}{K} \ln \left\{ \frac{\text{tr} \{ \mathbf{R} \}}{\text{tr} \{ \mathbf{GR} \}} \right\}. \]

(34)

In the special case of slow adaptation (\( \mu \ll 1/\lambda_n \)), (34) is closely approximated by

\[ \frac{1}{\tau_{\text{nom}}} = \frac{2\mu \text{tr} \{ \mathbf{R}^2 \}}{K \text{tr} \{ \mathbf{R} \}}. \]

(35)

An intuitively pleasing interpretation of formula (35) results from re-expression in terms of the parameters \( \lambda_{\text{rms}} \) (21) and

\[ \lambda_{\text{ave}} \triangleq \frac{1}{N} \text{tr} \{ \mathbf{R} \} = \frac{1}{N} \sum_{n=1}^{N} \lambda_n, \]

(36)

for which

\[ \lambda_{\text{rms}} = \sigma_{\lambda}^2 + \lambda_{\text{ave}}^2, \]

(37)

where \( \sigma_{\lambda}^2 \) is the variance of the distribution \( \{\lambda_n\}_{1}^{N} \) about its mean \( \lambda_{\text{ave}} \). Substitution of (36) and (37) into (35) yields

\[ \frac{1}{\tau_{\text{nom}}} = \left( \frac{2\mu \lambda_{\text{ave}}}{K} \right)(1 + \rho), \]

(38)

\[ \rho \triangleq \frac{\sigma_{\lambda}^2}{\lambda_{\text{ave}}^2}, \]

(39)

for which \( \rho \) is a normalized measure of the spread of the distribution \( \{\lambda_n\}_{1}^{N} \). Hence, the larger the spread is, the faster the algorithm is (initially) relative to the conservative estimate of speed based on \( \lambda_{\text{ave}} \) alone. The estimate,

\[ \frac{1}{\tau_{\text{conserv}}} \triangleq \frac{2\mu \lambda_{\text{ave}}}{K}, \]

(40)

is conservative because it ignores the fact that the slower modes (smaller \( \lambda_n \)) have smaller weights as revealed by (28) and (30). Nevertheless, the slower modes eventually dominate, so that the larger the spread is, the slower the algorithm is in terms of reaching steady state.
(iv) Optimum Step-Size Sequence: The optimum step-size sequence for the GD algorithm can be obtained by equating to zero the derivative of $\varepsilon_\alpha[(i+1)K]$ in (18)', with respect to $\mu$, which yields

$$\mu_0(iK) = \frac{V^T(iK)R^2V(iK)}{V^T(iK)R^3V(iK)},$$

Use of the bound

$$\lambda_{\min}V^T(iK)R^2V(iK) \leq V^T(iK)R^3V(iK) \leq \lambda_{\max}V^T(iK)R^2V(iK),$$

in the denominator yields

$$\mu_{\min} \leq \mu_0(iK) \leq \mu_{\max},$$

$$\mu_{\min} \equiv \frac{1}{\lambda_{\max}}, \quad \mu_{\max} \equiv \frac{1}{\lambda_{\min}}. \quad (41)$$

Another approach to maximization of speed of convergence is to minimize the nominal time constant $\tau_{\text{nom}} (34)$, with respect to $\mu$. This results in

$$\mu_{\text{nom}}^0 = \frac{\text{tr} \{R^2\} / \text{tr} \{R^3\}}, \quad (42)$$

and

$$\tau_{\text{nom}}^0 = K \left\{ \ln \left( \frac{1}{1 - \alpha} \right) \right\}^{-1},$$

$$\alpha \equiv \mu_{\text{nom}}^0 \text{tr} \{R^2\} / \text{tr} \{R\} = \mu_{\text{nom}}^0 \lambda_{\text{ave}}(1 + \rho). \quad (43)$$

It should be noted that $\mu_{\text{nom}}^0$ is within the bounds (41).

In conclusion, the essence of the difference between (18) for the SGD algorithm and (18)' for the GD algorithm is that $E \{ \cdot \}$ vanishes in (18)'). In addition, $h$ vanishes in (18)', and the form of $G$ is different in (18)' than it is in (18) because the term $\mu^2S/K$ in (20) vanishes in (20'). However, the fact that the form of $G$ is different has no bearing on the existence of an explicit solution of the form

$$\varepsilon_\alpha(iK) = V^T(0)G'RV(0),$$

although the form of $G$ does determine the rates of convergence (time-constants) of the $N$ exponential modes which comprise $\varepsilon_\alpha(iK)$. Similarly, the presence of a non-zero $h$ in (18)' would simply make the linear recursion non-homogeneous, in which case $M \neq 0$. In contrast to these minor differences, the presence of the expectation operator $E \{ \cdot \}$ in (18) smears the simple evolutionary law, (18)', and in effect introduces a coupling between modes that cannot be removed by a transformation of coordinates (as in (27)). Nevertheless, in the special case for which the elements of $X(i)$ are jointly Gaussian, a partial decoupling can be accomplished, and is directly responsible for the explicit formulas, in terms of $N$ coupled recursions, for exact characteristics of the learning curve derived in Section 3.C. Unfortunately, no decoupling of modes can be accomplished in the general case of non-Gaussian data. And it is for this reason that the exact solution involves $N^2$ (actually, only $(N^2+N)/2$, due to symmetry) coupled linear recursions, as revealed in Section 3.B.

As a final remark, it is mentioned that the effects of the degree of randomness of the stochastic gradient in the SGD algorithm are explicitly characterized in Sections 2 and 3, through the explicit dependence of learning characteristics on the gradient-averaging time-interval, $K$.

2.C. Isolation of effects of particular data distribution

The only parameter in formula (18) that depends on the distribution of $X(i)$, through more than just the covariance matrix $R$, is the matrix $S$, which depends on the fourth joint moments of $X(i)$. This matrix can have a significant effect on all of the characteristics, (i)–(iv), of the learning curve. To illustrate the nature of the effects of the distribution of the data, without undue complication, the case of independent identically distributed (i.i.d.) elements of the training vector is considered.

If the elements of the vector $X(i)$ are independent and have identical even distributions, with
variance and kurtosis\(^4\) denoted by \(\sigma_x^2\) and \(\nu\), then \(h\) and the matrices \(R\) and \(G\) in (14) and in (18)-(20) reduce to

\[
R = \sigma_x^2 I, \quad G = \gamma I, \tag{44}
\]

\[
\gamma = 1 - 2\mu\sigma_x^2 + \mu^2\sigma_x^4 \left(1 + \frac{N + \nu - 2}{K}\right),
\]

\[
h = \varepsilon_0 (\mu\sigma_x^2)^2 N / K.
\]

Substitution of (14) and (44) into (18) yields

\[
\varepsilon_\ast([i+1]K) = \gamma \varepsilon_\ast(iK) + h, \tag{45}
\]

which can be solved to obtain

\[
\varepsilon_\ast(iK) = [\varepsilon_\ast(0) - \varepsilon_\ast(\infty)] e^{-iK/\tau} + \varepsilon_\ast(\infty), \tag{46}
\]

where

\[
\varepsilon_\ast(\infty) = h/(1 - \gamma), \tag{47}
\]

\[
\tau = K \{ \ln(1/\gamma) \}^{-1}. \tag{48}
\]

(i) **Stability**: It follows from (45) that the SGD algorithm (2) is stable if and only if \(|\gamma| < 1\). (49)

Substitution of (44) into (49) yields the following maximum value (supremum) of the step-size parameter for which the SGD algorithm is stable

\[
\mu_\ast = 2 \left[ \sigma_x^2 \left(1 + \frac{N + \nu - 2}{K}\right) \right]^{-1}. \tag{50}
\]

Hence, distributions with large kurtosis, \(\nu\), require small step-size for stability. Similarly, the larger the parameter ratio \(N/K\) is, the smaller the step-size must be. This should be contrasted with (31) for the GD algorithm, for which stability is independent of the parameters \(\nu\), \(N\), \(K\). We note however, that (31) is the limit of (50) as \(K \to \infty\).

(ii) **Final Misadjustment**: It follows from (47) that the misadjustment for the SGD algorithm is

\[
M = \frac{\eta}{1 - \eta (1 + [K + \nu - 2]/N)}, \tag{51}
\]

\[
\eta \triangleq \mu \sigma_x^2 N / 2K. \tag{52}
\]

Hence distributions with large kurtosis require smaller step-size for a given misadjustment. Similarly, the larger the parameter ratio \(N/K\) is, the larger the misadjustment is. This should be contrasted with the fact that \(M = 0\) (32) for the GD algorithm. We note, however, that (32) is the limit of (51) as \(K \to \infty\).

(iii), (iv) **Initial Rate of Convergence, and Optimum Step Size**: The initial rate of convergence \((1/\tau)\) is given by (48). This rate is as high as possible when \(\gamma\) is as small as possible. It follows from (44) that the minimum value of \(\gamma\) is

\[
\gamma_\ast = 1 - \mu_0 \sigma_x^2, \tag{53}
\]

and is achieved with the step-size \(\mu = \mu_0\)

\[
\mu_0 = \left[ \sigma_x^2 \left(1 + \frac{N + \nu - 2}{K}\right) \right]^{-1} = \mu_\ast / 2. \tag{54}
\]

Formula (54) should be contrasted with (41) and (42), for the GD algorithm, which reduce (using (44)) to

\[
\mu_0 = 1 / \sigma_x^2. \tag{55}
\]

Hence, for the SGD algorithm, the initial optimum step-size is smaller by the factor \(K/N\) (for \(K/N \ll 1\)).

Substitution of (54) into (53) yields

\[
\gamma_\ast = \frac{(N + \nu_\ast - 2)/K}{1 + (N + \nu - 2)/K}. \tag{56}
\]

Hence, maximum initial speed of convergence is low for distributions with large kurtosis. Similarly, the larger the parameter ratio \(N/K\) is, the lower the maximum initial rate of convergence is. We note that for large values of \((N + \nu - 2)/K\), (56) is closely approximated by

\[
\gamma_\ast \approx 1 - K / (N + \nu_\ast - 2), \tag{57}
\]

in which case

\[
\tau_\ast = N + \nu - 2. \tag{58}
\]

2.D. **Isolation of effects of data corruption**

As briefly discussed in Section 1.B, there are many applications for which the desired signal \(d\)
is unavailable for adaptation but for which a related (corrupted) signal $\tilde{d}$ is available instead (cf. Figs. 1, 3, 4). As a result, the error signal $e$ (5) is unavailable for use in the SGD algorithm (2), and the related (corrupted) error signal

$$\tilde{e}(i) \triangleq \tilde{d}(i) - d(i)$$

must be used in its place. If an interference (corruption) signal $\delta$ is defined by

$$\delta(i) \triangleq \tilde{d}(i) - d(i)$$

(e.g., $\delta = n$ in Figs. 1, 4, and $\delta = s$ in Fig. 3), then the error signals $\tilde{e}$ and $e$ are related by

$$\tilde{e}(i) = e(i) + \delta(i).$$

If $\delta(i)$ and $X(i)$ are orthogonal (as they are, for example, in the applications depicted in Figs. 1 and 3), then the GD algorithm is unaffected by the interference $\delta$, because $E\{\tilde{e}(i)X(i)\} = E\{e(i)X(i)\}$ in (4). On the other hand, the SGD algorithm (2) is indeed affected by $\delta$, regardless of possible orthogonality or even independence between $\delta(i)$ and $X(i)$.

The effects of $\delta$ can be determined simply by replacing $e$ with $\tilde{e} = e + \delta$ everywhere that $e$ occurs in the analysis in Sections 2.C and 3. However, since $e$ affects only the quantities $\varepsilon_\gamma$ and $\varepsilon_\delta$ in these results, then we need make only the replacements

$$\varepsilon_0 \rightarrow \tilde{\varepsilon}_0,$$

$$\varepsilon_\gamma(i) \rightarrow \tilde{\varepsilon}_\gamma(i) \triangleq \tilde{e}(i) - \tilde{\varepsilon}_0,$$

where

$$\tilde{\varepsilon}(i) \triangleq E\{\tilde{\varepsilon}^2(i)\},$$

$$\tilde{\varepsilon}_0 \triangleq E\{\tilde{\varepsilon}(i)\},$$

and $\tilde{\varepsilon}_0$ is defined parallel to (11) (with $d$ replaced by $\tilde{d}$), provided that it is assumed (parallel to the primary independence assumption) that $\delta(i)$ is a zero-mean sequence of independent elements. A significantly simplifying assumption that is justifiable for many applications is that $\delta(i)$ is orthogonal to both $X(i)$ and $d(i)$. In this case,

$$\tilde{\varepsilon}_0 = \varepsilon_0 + \sigma_\delta^2$$

and

$$\tilde{\varepsilon}_\gamma(i) = \varepsilon_\gamma(i) + 2E\{e(i)\delta(i)\},$$

where $\sigma_\delta^2$ is the variance of the interference $\delta(i)$. Furthermore, since $\delta(i)$ is orthogonal to $e(i)$, then (65) reduces to

$$\tilde{\varepsilon}_\gamma(i) = \varepsilon_\gamma(i),$$

from which it follows that

$$\tilde{\varepsilon}(i) = e(i) + \sigma_\delta^2.$$

Therefore, the dynamics of $e(i)$ are the same as those of $\tilde{e}(i)$. Hence, the only modifications to be made to the analysis in Sections 2.C and 3 follow from the appropriate modification to the constant driving term $h$ in the learning curve equation (18); i.e., $h$ gets multiplied by the degradation factor, $D$,

$$D \triangleq \tilde{\varepsilon}_0 / \varepsilon_0 = 1 + \sigma_\delta^2 / \varepsilon_0.$$

The consequences of this are:

(i) Stability: unaffected

(ii) Final Misadjustment: $M$ is replaced with $\tilde{M}$, which is given by formulas in Sections 2.C and 3. But the misadjustment factor of real interest is still $M$, not $\tilde{M}$, and

$$M = \tilde{M}D,$$

where $\tilde{M}$ is given by the formulas for $M$ in Sections 2.C and 3.

(iii) Initial Rate of Convergence: unaffected

(iv) Optimum Step-Size Sequence: The instantaneous misadjustment $M(i) = \varepsilon_\gamma(i) / \varepsilon_0$ is replaced with

$$\tilde{M}(i) = \tilde{\varepsilon}_\gamma(i) / \tilde{\varepsilon}_0 = M(i) / D$$

in the formulas for $\mu_0(i)$ in Section 3, which leaves the initial optimum step-size unaffected, but multiplies the final step-size arithmetic sequence by the attenuation factor $1/D$.

In the special case for which $\varepsilon_0 = 0$, we cannot divide by $\varepsilon_0$ as in (68)–(70); however, the appropriate counterpart of the result (69) is

$$\lim_{i \to \infty} e(i) = \tilde{M} \sigma_\delta^2.$$
where \( \hat{M} \) is given by formulas for \( M \) in Sections 2.C and 3.

3. General formulas for learning characteristics

In this section, formulas giving exact evaluations, approximate evaluations, and bounds on learning curves and characteristics are derived.

3.A. Bounds on characteristics

The simplicity of the preceding analysis (Section 2.C) of the first-order, linear, time-invariant recursion (45) for the learning curve for the special case of i.i.d. elements of the training vector, \( X(i) \), motivates the approach of seeking bounds on the learning curve (18), for the general case, that are of the form (45).

It is well known that a quadratic form such as that in (18) can be bounded by another quadratic form as follows

\[
\gamma_{\text{min}} \mathrm{E} \{ V^T(iK)RV(iK) \} \\
\leq \mathrm{E} \{ V^T(iK)GRV(iK) \} \\
\leq \gamma_{\text{max}} \mathrm{E} \{ V^T(iK)RV(iK) \},
\]

where \( \gamma_m, m = \text{min and max} \), are the minimum and maximum eigenvalues of the matrix \( H \).

\[
H = \frac{1}{2} (G + G^T) = (I - \mu R)^2 + \mu^2 (S + S^T)/2K.
\]

Both \( \gamma_{\text{min}} \) and \( \gamma_{\text{max}} \) are non-negative since \( G \) is non-negative definite. Substitution of (72) and (14) into (18) yields

\[
\varepsilon_m([i+1]K) \leq \gamma_m \varepsilon_m(iK) + h.
\]

It follows from (74) that the learning curve is bounded above and below by

\[
\varepsilon_{\text{min}}(iK) \leq \varepsilon_{\text{b}}(iK) \leq \varepsilon_{\text{max}}(iK),
\]

where

\[
\varepsilon_m([i+1]K) = \gamma_m \varepsilon_m(iK) + h,
\]

\[
\varepsilon_m(0) = \varepsilon_{\text{b}}(0),
\]

for \( m = \text{min, max} \).

It follows from (76) that

\[
\varepsilon_m(iK) = [\varepsilon_{\text{b}}(0) - \varepsilon_m(\infty)]e^{-iK/\tau_m} + \varepsilon_m(\infty),
\]

where

\[
\varepsilon_m(\infty) = h/(1 - \gamma_m),
\]

\[
\tau_m \triangleq K \{ \ln(1/\gamma_m) \}^{-1}.
\]

(i) Stability: Since the exact learning curve must be stable (\( \lim \varepsilon_{\text{b}}(i), i \to \infty \), exists), if its upper bound is stable, then a sufficient (but not necessary) condition for stability is

\[
|\gamma_{\text{max}}| < 1.
\]

Similarly, a necessary (but not sufficient) condition for stability is

\[
|\gamma_{\text{min}}| < 1.
\]

(ii) Final Misadjustment: It follows from (72)–(78) and (19) that the exact final misadjustment (23) for the SGD algorithm is bounded by

\[
M_{\text{min}} \leq M \leq M_{\text{max}},
\]

\[
M_m \triangleq (\mu \lambda_m)^2 N/K. 1 - \gamma_m.
\]

(iii) Initial Rate of Convergence: It follows from (75)–(79) that the exact effective initial time constant (24) is bounded by

\[
\tau_{\text{min}} \leq \tau \leq \tau_{\text{max}},
\]

\[
\tau_m \triangleq K \{ \ln(1/\gamma_m) \}^{-1}.
\]

(iv) Optimum Step-Size Sequence: Since the optimum sequence of step-sizes for a bound on the learning curve is not, in general, a bound (or even a useful approximation) to the optimum sequence of step-sizes for the exact learning curve, we cannot use the bounds (77) to investigate step-size optimization. However, quadratic-form bounds analogous to (72) can be used to obtain bounds on the exact optimum step-size sequence as follows. In order to minimize \( \varepsilon_{\text{b}}([i+1]K) \) at each adjustment instant, \( iK \), the derivative of (18) (which is quadratic in \( \mu \)), w.r.t. \( \mu \), is equated to
zero to obtain the condition
\[ \mu_0(iK) = \frac{E\{V^T(iK)R^2V(iK)\}}{E\{V^T(iK)[R^2+S/K]RV(iK)\} + \varepsilon_0\lambda_{rms}^2N/K} \]
which is implicit since \( V(iK) \) depends on \( \mu_0([i-1]K) \). Substitution of (86) into (18) yields
\[ \varepsilon_*(i+1K) = \varepsilon_*(iK) - \mu_0(iK)E\{V^T(iK)R^2V(iK)\}. \] (87)

Now, use of bounds analogous to (72) in both the numerator and denominator of (86) yields
\[ \mu_{min}(iK) \leq \mu_0(iK) \leq \mu_{max}(iK), \]
and similarly for \( \mu_{min}(iK) \), where \( M(iK) \) is the instantaneous misadjustment, defined by
\[ M(iK) \triangleq \frac{\lambda_{max}M(iK)}{\delta_{min}M(iK) + \lambda_{rms}^2N/K}. \] (89)

Furthermore, by bounding the quadratic form in (87), the following bounds on the exact step-size-optimized learning curve, \( \varepsilon_*^0(iK) \), are obtained
\[ [1 - \lambda_{max}\mu_0(iK)]\varepsilon_*^0(iK) \leq \varepsilon_*^0([i+1]K) \leq [1 - \lambda_{min}\mu_0(iK)]\varepsilon_*^0(iK). \] (92)

Consider now the two extremes of initial and final behavior.

Initially, \( M(iK) \gg 1 \), and (89) reduces (since \( \delta_m \) typically has order of magnitude \( \lambda_{rms}^2N/K \), which—for example—is easily verified for Gaussian \( X(i) \)) to
\[ \mu_{max}(iK) = \frac{\lambda_{max}}{\delta_{min}}, \] (93)
and similarly for \( \mu_{min}(iK) \). (For the special case considered in Section 2.C, (93) reduces to (54).)

Use of bound (93) in (92) yields
\[ \varepsilon_*^0(0)(1 - \lambda_{max}^2/\delta_{min}) \leq \varepsilon_*^0(iK) \leq \varepsilon_*^0(0)(1 - \lambda_{min}^2/\delta_{max}) \] (94)
from which it follows that the minimum initial time-constant is bounded by (84)–(85), with \( \gamma_{min} \) and \( \gamma_{max} \) replaced with \( \gamma_{min}^0 \) and \( \gamma_{max}^0 \),
\[ \gamma_{min}^0 \triangleq 1 - \lambda_{max}^2/\delta_{min}. \] (95)

Finally, \( M(iK) \ll 1 \), and the counterpart of (89) reduces to
\[ \mu_{min}(iK) = (\lambda_{min}/\lambda_{rms}^2)(N/K) \left( \frac{1}{\varepsilon_0^2} \right) \varepsilon_*^0(iK). \] (89)

Use of (96) in (92) yields
\[ \varepsilon_*^0([i+1]K) \leq [1 - c_1\varepsilon_*^0(iK)]\varepsilon_*^0(iK), \]
where \( c_1 \) is a constant. But since
\[ \varepsilon_*^0([i+1]K) \leq \varepsilon_*^0(iK), \] (98)
(97) implies
\[ \varepsilon_*^0([i+1]K) \leq [1 - c_1\varepsilon_*^0([i+1]K)]\varepsilon_*^0(iK), \]
which is equivalent to
\[ \varepsilon_*^0([i+1]K) \leq \varepsilon_*^0(iK) \frac{1}{1 + c_1\varepsilon_*^0(iK)}. \] (100)

The solution to (100), with the inequality replaced with equality, yields the upper bound
\[ \varepsilon_*^0(iK) \leq (c_2 + c_1iK)^{-1} \leq (c, iK)^{-1}. \] (101)

Use of (101) in the counterpart of (96) yields an upper bound on \( \mu_{max}(iK) \) and therefore on \( \mu_0(iK) \), viz.,
\[ \mu_0(iK) \leq c_3/iK. \] (102)

It is concluded that both the exact optimum step-size and the exact excess MSE decrease at least arithmetically in the final stages of convergence. This should be contrasted with the optimum step-size sequence for the GD algorithm. As revealed by (41), the speed-optimized GD algorithm does not exhibit an arithmetically decreasing step-size (because its final misadjustment is zero for a fixed step-size).

For the special case of independent elements of the vector \( X(i) \), which is addressed in Section 2.C, all upper and lower bounds (preceding (98) in this
Section (3.A)) coincide to give exact formulas. However, the stronger the dependence among the elements of the vector $X(i)$ is, the more disparate the upper and lower bounds in this section are. This is a result of the well-known fact that as the correlation among a set of variables increases, the ratio of the maximum-to-minimum eigenvalues of the corresponding correlation matrix increases. As a result, the quantitative utility of these bounds, when used directly, diminishes (although their qualitative interpretations can remain useful) as dependence increases. For this reason, exact formulas for learning curves are developed in the next section.

3.B. Exact solution for learning curve

It follows from (16), using both the primary and secondary independence assumptions, that the excess weight correlation matrix,

$$R_v(iK) \triangleq E\{V(iK)V^T(iK)\},$$

(103)

satisfies the linear recursion

$$R_v([i+1]K) = E\{A(iK)R_v(iK)A(iK)\} + \frac{\mu^2\epsilon_0}{K} R_v(iK).$$

(104)

$$R_v(iK+q) = R_v(iK), \quad q = 1, 2, 3, \ldots, k-1.$$

Expressed more explicitly in terms of the $(nm)$th element of $R_v$, (104) becomes

$$[R_v([i+1]K)]_{nm} = \sum_{j,k=1}^{N} M_{nmkj}[R_v(iK)]_{kj} + \frac{\mu^2\epsilon_0}{K} [R]_{nm},$$

(105)

where

$$M_{nmkj} \triangleq E\{[A(iK)]_{nj}[A(iK)]_{jm}\}.$$ (106)

By concatenating the column vectors of each of the matrices $R$, $R_v(iK)$, they each can be re-interpreted as (column) vectors in an $N^2$-dimensional space, and the $N^2 \times N^2$ array with elements $M_{nmkj}$ can be interpreted as a linear operator, (matrix), $M$, on this space. Then (105) can be re-expressed as the $N^2$-dimensional vector, first order, linear, time-invariant recursion

$$R_v([i+1]K) = M R_v(iK) + \frac{\mu^2\epsilon_0}{K} R_v(iK).$$

(107)

The solution to this recursion is

$$R_v(iK) = M' R_v(0) + \frac{\mu^2\epsilon_0}{K} [I - M']^{-1} R_v(iK).$$

(108)

which has the steady state value

$$R_v(\infty) = \frac{\mu^2\epsilon_0}{K} [I - M']^{-1} R_v(0).$$

(109)

This formula (108), together with (14) yields the desired formula for the exact learning curve $\epsilon_g(i)$. With the aid of a computer, this learning curve formula can be used to graph learning curves, and thereby graphically study learning characteristics.

Unfortunately, this formula requires products with and inversion of an $N^2 \times N^2$ matrix (e.g., $10^8$ matrix elements for a 100 weight filter or a 100 element antenna). A considerable simplification of this solution, that involves a matrix of dimension only $N' \times N$, occurs in the special case for which $X(i)$ is Gaussian, as revealed in the next section.

3.C. Explicit formulas for the case of gaussian data

If the elements of the data vector $X(i)$ are jointly Gaussian (with zero mean), then the fourth-joint-
moment decomposition,
\[
E\{x_n(i)x_m(i)x_p(i)x_q(i)\} = E\{x_n(i)x_m(i)\}E\{x_p(i)x_q(i)\}
+ E\{x_n(i)x_p(i)\}E\{x_m(i)x_q(i)\}
+ E\{x_n(i)x_q(i)\}E\{x_m(i)x_p(i)\},
\]
(110)
can be used (together with (17), and the primary independence assumption) to simplify the first term on the right side of (104),
\[
E\{A(iK)R_v(iK)A(iK)\} = (I - \mu R)R_v(iK)(I - \mu R)
+ \frac{\mu^2}{K}[RR_v(iK)R]
+ \text{tr}[RR_v(iK)]R, \quad (111)
\]
Substitution of (111) into (104) yields
\[
R_v([i+1]K) = R_v(iK) - \mu R_v(iK)R
- \mu RR_v(iK)
+ \frac{\mu^2}{K}[K+1]RR_v(iK)R
+ \frac{\mu^2}{K}[\epsilon_0 + \text{tr}[RR_v(iK)]]R. \quad (112)
\]
C.1. Learning curve and characteristics.

Equation (112) is still an \(N^2\)-vector linear, time-invariant recursion in the \(N^2\) elements of the matrix \(R_v(iK)\). However, it yields an \(N\)-vector recursion for \(\epsilon_v(iK)\) through use of (14), which is repeated here
\[
\epsilon_v(iK) = \text{tr}[R_v(iK)R]. \quad (113)
\]
(Also, (112) yields an \(N\)-vector recursion for \(E\{V(iK)\|^2\}\), through use of \(E\{\|V(iK)\|^2\} = \text{tr}[R_v(iK)]\).) Specifically, let \(Q\) be the orthogonal matrix composed of the eigenvectors of \(R\). Then
\[
R = QAQ^T, \quad (114)
\]
where \(\Lambda = \text{diag}(\lambda)\) is the diagonal matrix whose \(N\)-vector of diagonal elements,
\[
\lambda = \{\lambda_n\}_1^N, \quad (115)
\]
is composed of the eigenvalues of \(R\). Define the non-diagonal (in general) matrix \(\Gamma(iK)\) by
\[
\Gamma(iK) \triangleq Q^T R_v(iK)Q, \quad (116)
\]
and denote the \(N\)-vector of diagonal elements of \(\Gamma(iK)\) by
\[
\gamma(iK) = \{\gamma_n(iK)\}_1^N. \quad (117)
\]
Substitution of (114) and (116) into (112) yields the following \(N\)-vector recursion for the diagonal elements of \(\Gamma(iK)\) (the off-diagonal elements, which are not of concern here, are specified by an \(N^2\)-vector recursion)
\[
\gamma([i+1]K) = F\gamma(iK) + \frac{\mu^2 \epsilon_0}{K} \lambda, \quad (118)
\]
for which
\[
F \triangleq I - 2\mu A + \left(\frac{K+1}{K}\right)\mu^2 A^2 + \frac{\mu^2}{K} \lambda\lambda^T. \quad (119)
\]
Let \(U\) be the orthogonal matrix composed of the eigenvectors of \(F\). Then
\[
F = U \text{diag}(f)U^T, \quad (120)
\]
where \(\text{diag}(f)\) is the diagonal matrix whose \(N\)-vector of diagonal elements, \(f = \{f_n\}_1^N\), is composed of the eigenvalues of \(F\). Substitution of (120) into (118) yields
\[
\tilde{\gamma}_n([i+1]K) = f_n \tilde{\gamma}_n(iK) + \frac{\mu^2 \epsilon_0}{K} \bar{\lambda}_n, \quad (121)
\]
where
\[
\tilde{\gamma} \triangleq U^T \gamma, \quad \bar{\lambda} \triangleq U^T \lambda. \quad (122)
\]
The solution to (121) is
\[
\tilde{\gamma}_n(iK) = \tilde{\gamma}_n(0)f_n + \frac{\mu^2 \epsilon_0}{K} \bar{\lambda}_n \left[\frac{1-f_n'}{1-f_n}\right], \quad (123)
\]
By expressing the geometric progression in terms of an exponential
\[
f_n' = e^{-iK/\tau_n}, \quad (124)
the time constants of evolution of $\gamma(iK)$,
$$\tau_n = K \ln(1/f_n)^{-1},$$  \hspace{1cm} (125)
are identified. Substitution of (114), (116), (123), (124) into (112) yields the desired formula for the learning curve:
$$\varepsilon_n(iK) = \sum_{n=1}^{N} \left[ \varepsilon_n(0) - \varepsilon_n(\infty) \right] e^{-iK/\tau_n} + \varepsilon_n(\infty),$$  \hspace{1cm} (126)
for which
$$\varepsilon_n(0) = \tilde{\lambda}_n \tilde{\gamma}_n(0),$$  \hspace{1cm} (127)
$$\varepsilon_n(\infty) = \frac{\varepsilon_0 \mu^2 \tilde{\lambda}_n^2}{1 - f_n},$$  \hspace{1cm} (128)
and
$$\varepsilon_n(\infty) = \sum_{n=1}^{N} \varepsilon_n(\infty),$$  \hspace{1cm} (129)
$$\varepsilon_n(0) = \sum_{n=1}^{N} \varepsilon_n(0).$$  \hspace{1cm} (130)

To obtain an explicit formula for the steady state excess MSE, $\varepsilon_n(\infty)$, it is easiest to start with (14),
$$\varepsilon_n(\infty) = \text{tr}[Rv(iK)R],$$
$$= \text{tr}[F(iK)A]$$
$$= \gamma(iK)A = \sum_{n=1}^{N} \gamma_n(\infty)\lambda_n$$  \hspace{1cm} (131)
$$= \tilde{\gamma}(iK)\tilde{\lambda} = \sum_{n=1}^{N} \tilde{\gamma}_n(\infty)\tilde{\lambda}_n.$$  \hspace{1cm} (132)

Substitution of $i + 1 = i = \infty$ in (121) yields
$$\tilde{\gamma}_n(\infty) = \frac{\varepsilon_0 \mu^2 \tilde{\lambda}_n^2}{1 - f_n},$$  \hspace{1cm} (133)
which, together with (132), verifies (129). Now, let us use (131), and proceed to evaluate $\gamma_n(\infty)$. Substituting $i + 1 = i = \infty$ in (118) yields
$$\gamma(\infty) = \frac{\mu^2 \varepsilon_0}{K} (I - F)^{-1} \lambda.$$  \hspace{1cm} (134)
Since $I - F$ is the sum of a diagonal matrix and a rank-one matrix, it can easily be inverted using Woodbury’s Identity (e.g. [14, p. 655]) to obtain
$$\gamma_n(\infty) = \frac{\mu \varepsilon_0}{2K} \left[ \frac{1}{1 - \eta} \right] \left[ \frac{1}{1 - \beta_n} \right],$$  \hspace{1cm} (135)
for which
$$\eta = \frac{\mu}{2K} \sum_{n=1}^{N} \frac{\lambda_n}{1 - ((K + 1)/2K)\mu \lambda_n}$$
$$= \frac{\mu}{2K} \text{tr} \left[ R \left[ I - \frac{K + 1}{2K} \mu R \right]^{-1} \right],$$  \hspace{1cm} (136)
and
$$\beta_n = \frac{K + 1}{2K} \mu \lambda_n.$$  \hspace{1cm} (137)

Substitution of (135)–(137) into (131) yields
$$\varepsilon_n(\infty) = \varepsilon_0 \frac{\eta}{1 - \eta},$$  \hspace{1cm} (138)
which is the desired result.

To obtain a linear-system interpretation of the time constants, $\{\tau_n\}_N$, it is easiest to again start with (14)
$$\varepsilon_n(iK) = \text{tr}[Rv(iK)R]$$
$$= \text{tr}[F(iK)A]$$
$$= \gamma(iK)A = \sum_{n=1}^{N} \gamma_n(iK).$$  \hspace{1cm} (139)

Now, let us express equations (118) and (139) in standard unity-feedback state-variable form [14]
$$Z(i + 1) = AZ(i) + B[u(i) + y(i)],$$
$$y(i) = CZ(i),$$  \hspace{1cm} (140)
where the system state is
$$Z(i) = \gamma(iK),$$  \hspace{1cm} (141)
the system input and output are
$$u(i) = \varepsilon_0, \hspace{1cm} y(i) = \varepsilon_n(iK),$$  \hspace{1cm} (142)
and the system matrices are
$$A = F - BC = I - 2\mu \Lambda + \frac{K + 1}{K} \mu^2 \Lambda^2,$$
$$B = \frac{\mu}{K} \lambda,$$
$$C = \lambda^T.$$  \hspace{1cm} (143)
Since \( \mathbf{A} \) is diagonal, the open-loop states are uncoupled. A signal-flow diagram of this system is shown in Fig. 6. It follows from the conventional transfer-function formula for a unity-feedback state-variable model that this system has transfer function [14]

\[
H(z) = \frac{C(\mathbf{A} - zI)^{-1}B}{1 - C(\mathbf{A} - zI)^{-1}B},
\]

from which the system poles (and corresponding time constants, \( \{\tau_n\}_{1}^{N} \)) can be obtained as the roots of the denominator polynomial, which are simply the eigenvalues of the matrix \( \mathbf{A} + \mathbf{B}C = \mathbf{F} \), in (119).

(i) **Stability**: The SGD algorithm is stable if and only if \( \varepsilon_{\ast}(\infty) < \infty \). It follows from (138) that instability sets in, as the stepsize \( (\mu) \) is increased, when \( \eta = 1 \). The corresponding value of \( \mu \) is the solution, \( \mu_{\ast} \), to \( \eta = 1 \), which can be expressed (using (136)) as

\[
\mu_{\ast} = \frac{2K}{\text{tr}[\mathbf{R}]} \left( I - \left( \frac{1}{\text{tr}[\mathbf{R}]} \right) R \right)^{-1}.
\]

An explicit approximation for this stability bound is

\[
\mu_{\ast} \approx \frac{2K}{\text{tr}[\mathbf{R}]}.
\]

To determine the conditions under which (146) is a close approximation, (146) is substituted into (145) to obtain

\[
\frac{2K}{\text{tr}[\mathbf{R}]} \approx \frac{2K}{\text{tr}[\mathbf{R}]} \left( I - \left( \frac{1}{\text{tr}[\mathbf{R}]} \right) R \right)^{-1},
\]

which is, apparently\(^6\), a close approximation if

\[
(K + 1) \leq \frac{(\text{tr}[\mathbf{R}])^2}{\text{tr}[\mathbf{R}^2]}.
\]

Since the right side is upper-bounded by \( N \), then \( N/K \gg 1 \) is sufficient for (146) to be accurate.

(ii) **Final misadjustment**: It follows from (23) and (138), that the final misadjustment is

\[
M = \frac{\eta}{1 - \eta}.
\]

A commonly used (small-\( \mu \))-approximation (cf. [17, Chapt. 4, and references therein]) for \( M \) is

\[
M = \frac{\mu}{2K} \text{tr}[\mathbf{R}] = \frac{\mu}{2K} \text{tr}[\mathbf{R}] = \frac{\mu}{2K} \text{tr}[\mathbf{R}].
\]

It follows, parallel to the argument in the preceding paragraph\(^6\), that this is a good approximation if both

\[
\mu \approx \frac{2K}{\text{tr}[\mathbf{R}]} \left( \frac{N}{K + 1} \right)
\]

\(^6\) This approximation can be verified by expanding the inverse matrix into a power series in the matrix \( \left( \frac{1}{\text{tr}[\mathbf{R}]} \right) R \).

Fig. 6. Signal-flow diagram of linear system model of learning curve dynamics.
and
\[ \mu < \frac{2K}{\text{tr}(R)}. \]  
(150)

### C.2. Steady state behavior of weight vector

In order to obtain an explicit formula for the steady-state autocorrelation matrix, \( R_v(\infty) \), for the weight-error vector, \( V(i) \) defined in (15), it would appear that the \( N^2 \)-vector recursion (112) must be solved. However, the non-diagonal matrix \( \Gamma(iK) \) is asymptotically \((i \to \infty)\) diagonal so that again we need the solution for only the \( N \)-vector recursion (118). Substitution of (135)-(137) into
\[ R_v(\infty) = Q \Gamma(\infty) Q^T \]
(151) yields
\[ R_v(\infty) = \frac{\mu \epsilon_0}{2K} \left( \frac{1}{1 - \eta} \right) \left[ I - K + \frac{1}{2K} \mu R \right]^{-1}. \]
(152)

This solution is easily verified by substitution into (112) with \( i = 1 + 1 = \infty \).

A commonly used (small-\( \mu \))-approximation (cf. [15], [16], and [17] and references therein) for \( R_v(\infty) \) is
\[ R_v(\infty) \approx \frac{\mu \epsilon_0}{2K} \mathbf{I}. \]
(153)

It follows from (152) that (153) is an accurate approximation if \( \mu \) is small enough to satisfy (150).

In applications of the SGD algorithm to spectral analysis problems, the spectral characteristics of the weight vector are of interest (e.g. [15]). It is known (e.g. [6]) that in steady state,
\[ W(i) = W_0 + V(i), \]
(154)
where \( W_0 \) is, of course, non-random and \( V(i) \) has zero steady-state mean. Therefore the steady-state autocovariance of \( V(i) \) is identical to its steady-state autocorrelation (152). It is now assumed that the elements of \( X(i) \) are \( x_n(i) = x(i-n) \), as discussed in Section 1.B.1. It follows from (9), and the theory of discrete-time Wiener filtering (and/or the theory of asymptotics of toeplitz matrices [21]-[23]) that the discrete Fourier transform (DFT) of the sequence of mean weights, \( w_0(1), w_0(2), w_0(3), \ldots, w_0(N) \) is approximated by
\[ \text{DFT} \{ W_0 \} \approx S_{dx}(f)/S_x(f), \]
(155)
where \( S_{dx} \) is the cross spectral density of \( d(i) \) and \( x(i) \) (from which \( X(i) \) is derived as \( \{ x(i), x(i-1), \ldots, x(i-N+1) \} \)), and \( S_x(f) \) is the power spectral density of \( x(i) \). The approximation is close for \( N \) much greater than the correlation time of \( x(i) \), and becomes exact as \( N \to \infty \). Furthermore, in steady state, the elements \( \{ v_j(i) \}^N \) of \( V(i) \) are correlated stationary random processes with time index \( i \). Moreover, with \( i \) fixed the \( N \)-vector \( V(i) = \{ v_1(i), v_2(i), \ldots, v_N(i) \} = \{ v_j(i) \}^N \) can be viewed as a segment of a random process with index \( j \). The autocovariance of this zero-mean process is
\[ R_{v(i)}(j, k) = E\{ v_j(i) v_k(i) \} = [R_v(i)]_{jk}, \]
(156)
and is the \((jk)\)th element of \( R_v(i) \). Since \( R \) is a Toeplitz matrix, it follows from (152) that \( R_v(i) \) is, in steady state, the inverse of a Toeplitz matrix. Thus for sufficiently large \( N \) (\( N \) much larger than the correlation time of the process \( x(i) \)), \( R_v(i) \) is approximately Toeplitz
\[ R_{v(i)}(j, k) \approx R_{v(i)}(j-k). \]
(157)

This approximation becomes exact as \( N \to \infty \). Hence the process \( v_j(i) \) (with \( i \) fixed) is approximately wide-sense stationary, and its power spectral density is (for \( N \to \infty \)) the DFT
\[ S_{v(i)}(f) = \sum_{l=-\infty}^{\infty} R_{v(i)}(l) e^{-j2\pi fl}. \]
(158)
It follows from (136), (152), (157), (158), and the theory of asymptotics of toeplitz matrices [21]-[23] that
\[ S_{v(i)}(f) \approx \frac{\mu \epsilon_0}{2K} \left( \frac{1}{1 - \eta} \right) \times \left[ \frac{1}{1 - ([K + 1]/2K) \mu S_x(f)} \right]. \]
(159)
where
\[ \eta = \frac{\mu}{2K} \int_{-1/2}^{1/2} \frac{S_x(f)}{1 - (K + 1/2K) \mu S_x(f)} \, df. \tag{160} \]

Formulas (155) and (159)-(160) comprise the desired spectral characterization of the steady-state weight vector for large N. It follows from (159) that for sufficiently small values of \( \mu \), \( S_{\varepsilon(i)}(f) \) is accurately approximated by a constant, independent of frequency, \( f \), in which case the weight process is white.

Finally, the physical significance of \( S_{\varepsilon(i)}(f) \) is that
\[ E\left[ \frac{1}{N} |\text{DFT}(\mathbf{V}(i))|^2 \right] = S_{\varepsilon(i)}(f); \tag{161} \]
i.e., the left side of (161) is a smoothed version of the right side (with smoothing-window width \( 1/N \)), provided that \( N \) is sufficiently large to validate (157). This is a standard result from the spectral theory of stationary processes.

3.D. Approximate misadjustment formula for non-Gaussian data

It follows from (14) and (18) that in steady state
\[ \varepsilon_x(\infty) = \text{tr}\{R_v(\infty)R\} = \text{tr}\{R_v(\infty)GR\} + \mu^2, \tag{162} \]
which can be manipulated into the form
\[ M = \frac{\text{tr}\{R_v(\infty)GR\}}{\text{tr}\{R_v(\infty)R\}} = \frac{(\mu^2/K)\text{tr}\{R^2\}}{1 - \text{tr}\{GR\}/\text{tr}\{R\}}. \tag{163} \]

In obtaining this formula, no simplifying assumptions other than the primary and secondary independence assumptions (to obtain (162)) were used. From this characterization for \( M \), the upper and lower bounds (83), in terms of the extreme eigenvalues of \( G + G^T \), can be obtained directly.

As an alternative, motivated by the approximation (153) (cf. [15], [16]), which yields
\[ \frac{\text{tr}\{R_v(\infty)GR\}}{\text{tr}\{R_v(\infty)R\}} = \frac{\text{tr}\{GR\}}{\text{tr}\{R\}}, \tag{164} \]
\( M \) can be approximated, from (163) and (164) by
\[ M = \frac{(\mu^2/K)\text{tr}\{R^2\}}{1 - \text{tr}\{GR\}/\text{tr}\{R\}}. \tag{165} \]

Use of (20) yields
\[ \text{tr}\{GR\} = \text{tr}\{(I - \mu R)^2 R\} + \frac{\mu^2}{K} \text{tr}\{SR\}, \tag{166} \]
which upon substitution into (165) yields
\[ M = \frac{M_0}{1 - M_0 \left[ \frac{\text{tr}\{SR\} + K \text{tr}\{R^3\}}{\text{tr}\{R\}} \right]}. \tag{167} \]

Substitution of (20) for \( S \) into (167) yields
\[ M = \frac{M_0}{1 - M_0 \left[ \frac{\text{tr}\{K_x + (K - 1)I\} R^3}{\text{tr}\{R\}} \right]}, \tag{169} \]
where \( K_x \) is the kurtosis matrix
\[ K_x \equiv E\{[X(i)X^T(i)]^2\} \left[ E\{X(i)X^T(i)\} \right]^{-2}. \tag{170} \]

As an example, if the elements of \( X(i) \) are i.i.d. (non-Gaussian in general), then (164) is exact, and consequently (169) reduces to the exact formula (51)-(52). On the other hand, if \( X(i) \) is Gaussian, then the approximation (164) can be shown to agree closely with the exact formula (148) only if \( \mu \) is sufficiently small to render (149) an accurate approximation.

4. Critique

4.A. Independence assumption

It is important to emphasize that the useful characterization (14) of excess MSE is, in general, invalid if \( X(i) \) and \( d(i) \) are not each independent sequences. In [6, Secs. VII, IX] and [3, p. 547], (14) is used without this independence assumption. As a result, attempts in [6, Sec. X] and [3, p. 551] to verify the applicability of theoretical learning
curve characteristics (derived on the basis of the independence assumption) to situations where the independence assumption is violated, proceed by substitution of simulated samples of $V(iK)$ into (14) to evaluate $\epsilon_s(iK)$. Hence, the independence assumption is inadvertently invoked, thereby invalidating the verification procedure.

4.B. Effects of data randomness

The important matrix $S$ in (20), which vanishes only for the GD algorithm (or $K \to \infty$) and for binary symmetric data $x_0(i) = \pm 1$ (so that $K_0 = I$ in (170)), is omitted from most previous investigations of SGD algorithms, either by consideration of only sufficiently small values of $\mu$ (so that terms in $\mu^2$ are negligible compared with terms in $\mu$) [5], [6], [17, chapter 4], or through use of apparently inaccurate—in general—approximations; e.g., $E\{x^4\} = (E\{x^2\})^2$ [3, p. 555], or $E\{[X(i)X^T(i)]^2\} = [E\{X(i)X^T(i)\}]^2$ [7, p. 838], or $X^T(i)X(i) \approx NE\{x^2\}$ [9, p. 307].

4.C. Stability

It is well known that the LMS algorithm requires a relatively small step-size for adequate stability. It would therefore appear that analyses of the LMS algorithm that make simplifying small-step-size approximations are adequate (cf. [17, chapter 4] and references therein). However, the more general SGD algorithm ($K > 1$) can be stable for a relatively large step size. In fact, in applications for which $K \gg 1$ is desirable (see footnote 2), a good tradeoff between rate of convergence and misadjustment requires a relatively large step size.

The conditions (80) and (81) yield stability bounds on $\mu$ that contradict the bound in [9, p. 310], where it is concluded (by using a combination of a bound and an approximation) that $\mu_* \leq 2/N\lambda_{max}$ (for $K = 1$). The analysis in Section 3.C for Gaussian $X(i)$ and large $N$ yields stability bound (146), which corroborates [10, (46)]; however, the Gaussian assumption is not made in [10], but rather terms in $\mu^2$ are discarded by assuming $\mu_*$ is small, and by making an apparently inaccurate—in general—approximation of a fourth moment [10, Appendix].

4.D. Misadjustment

The exact formulas (148) and (163) contradict [7, p. 838] where it is concluded that $M$ is proportional to $1/K$. The dependence on $K$ in the denominators in (148) and (163) vanishes in [7] due to use of the apparently inaccurate—in general—approximation $E\{[X(i)X^T(i)]^2\} = [E\{X(i)X^T(i)\}]^2$. In addition, (148) and (163) are not in agreement with [4, (22)–(24)], which is obtained through use of an assumed bound on the norm of $W(i)$ [4, (24e)]. Also, neither the bounds (82)–(83) nor the exact formulas (148) and (163) are in complete agreement with [10, (47)], where it is concluded (by using an apparently inaccurate—in general—approximation [10, Appendix]) that misadjustment is given by $M = (\mu/2)\text{tr}(R)$ (for $K = 1$). Nevertheless, [10, (47)] is valid for Gaussian $X(i)$ and large $N$ (cf. (149)), although the Gaussian assumption is not made in [10]. The exact explicit formula (148) reduces to the exact implicit (in terms of eigenvalues or diagonalized $R$) formula in [18], for the special case $K = 1$.

4.E. Optimum step-size

Previous investigations seek characterizations of the optimum step-size and corresponding maximum rate of convergence by optimizing $\mu$ for an upper bound on $\epsilon_s(iK)$, [4, pp. 127, 129], or a combination upperbound and approximation [9, pp. 307, 310]. In contrast, Section 3.A provides bounds on the optimum quantities, rather than optimum quantities for bounds. The bound (93) does not, in general, agree with [4, (31)], where it is concluded that $\mu_* = \lambda_{min}/\lambda_{max}^2$ (for $K = 1$); nor does it agree with [9, p. 310], where it is concluded that $\mu_* = 1/N\lambda_{max}$. On the other hand, the bound (101) corroborates [4, (35)] (which is obtained by approximation of inequality [4, (30)] with inequality [4, (34)] in which some, but not all, terms of the same order of magnitude are discarded).
4.F. Time to convergence

As revealed in Section 2.B for the GD algorithm, the fastest modes of the learning curve are, in general, dominant initially, and the slower modes become dominant finally. The same is apparently true for the SGD algorithm (cf. (126)–(127)). This multimodal behavior complicates the problem of evaluating the time to convergence. Moreover, even for a unimodal learning curve (cf. (46)), time-to-convergence cannot be determined without knowledge of the initial and final excess MSE, $\varepsilon_*(0)$ and $\varepsilon_*(\infty)$, since this determines how many time-constants, say $Q$, are needed to satisfy the steady-state condition $[\varepsilon_*(0) - \varepsilon_*(\infty)]e^{-Q} = \varepsilon_*(\infty)$. Specifically, if $\varepsilon_*(0) = Z\varepsilon_*(\infty)$, for some large number $Z \gg 1$, then it is required that $Q \approx \ln(Z)$ time constants. Consequently, analytical evaluation of time-to-convergence is a challenging problem that is beyond the scope of this paper. Nevertheless, the exact formulas for learning curves given in Sections 3.B and 3.C can be used to determine time-to-convergence graphically, or with trial-and-error solution of

$$\varepsilon_*(iK) = (1 + \varepsilon)\varepsilon_*(\infty),$$

for some appropriate tolerance, $\varepsilon$ (e.g., $\varepsilon = 1$ for 3 dB tolerance), using the exact formulas, (126), or (113) and (108), for $\varepsilon_*(iK)$.
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